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Abstract

It has been amply demonstrated that significant improvements in accuracy and efficiency can be gained when a prop-

erly chosen anisotropic mesh is used in the numerical solution for a large class of problems which exhibit anisotropic

solution features. In practice, an anisotropic mesh is commonly generated as a quasi-uniform mesh in the metric deter-

mined by a tensor specifying the shape, size, orientation of elements. Thus, it is crucial to choose an appropriate metric

tensor for anisotropic mesh generation and adaptation. In this paper, we develop a general formula for the metric ten-

sor for use in any spatial dimension. The formulation is based on error estimates for polynomial preserving interpola-

tion on simiplicial elements. Numerical results in two-dimensions are presented to demonstrate the ability of the metric

tensor to produce anisotropic meshes with correct mesh concentration and good overall quality. The procedure devel-

oped in this paper for defining the metric tensor can also be applied to other types of error estimates.
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1. Introduction

Many physical problems exhibit a common anisotropic feature that their solutions change more signif-

icantly in one direction than the others. Examples include those having boundary layers, shock waves,
interfaces, and edge singularities. For the numerical solution of this type of problems, it is advantageous

to use a properly chosen anisotropic mesh where elements are aligned to the geometry of the solution

and can have a large aspect ratio. Compared to traditionally used isotropic ones, anisotropic meshes are

more difficult to generate, requiring a full control of both the shape, size, and orientation of elements.
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In practice, they are commonly generated as quasi-uniform meshes in the metric determined by a tensor (or

a matrix-valued function) specifying the shape, size, and orientation of elements on the entire physical do-

main. Such a metric tensor is often given on a background mesh, either prescribed by the user or chosen as

the mesh from the previous iteration in an adaptive solver.

A number of meshing strategies have been developed in the last decade for generating anisotropic meshes
according to a given metric tensor. Examples are the Delaunay-type triangulation method [5,6,8,29], the

advancing front method [15], the bubble mesh method [34], and the method combining local modification

with smoothing or node movement [2,7,13,18,30]. Among these meshing strategies, the metric tensor is

commonly defined based on the Hessian of a solution variable and largely motivated by the results of

D�Azevedo [10] and D�Azevedo and Simpson [11] on linear interpolation for quadratic functions on trian-

gles. For example, Castro-Dı́az et al. [8], Habashi et al. [18], and Remacle et al. [30] define their metric ten-

sor as
M ¼ jHðvÞj � Q

jk1j 0 0

0 jk2j 0

0 0 jk3j

0
B@

1
CAQT, ð1Þ
given the eigen-decomposition of the Hessian of function v, H(v) = Q diag(k1,k2,k3)Q
T. M in Eq. (1) is fur-

ther modified by imposing the maximal and minimal edge lengths to guarantee its positive definiteness and

avoid unrealistic metric. In his two-dimensional anisotropic mesh generation code BAMG, Hecht [20] uses
M ¼ 1

�0 � Coef2
� jHðvÞj
maxfCutOff,jvjg ð2Þ
for the relative error and
M ¼ 1

�0 � Coef2
� jHðvÞj
supðvÞ � infðvÞ ð3Þ
for the absolute error, where �0, Coef, and CutOff are the user specified parameters used for setting the level

of the linear interpolation error (with default value 10�2), the value of a multiplicative coefficient on the

mesh size (with default value 1), and the limit value of the relative error evaluation (with default value

10�5), respectively. In [16], George and Hecht define the metric tensor for various norms of the interpola-

tion error as
M ¼ c0
�0

� �m

Q

jk1jm 0 0

0 jk2jm 0

0 0 jk3jm

0
B@

1
CAQT, ð4Þ
where c0 is a constant, �0 is a given error threshold, and m = 1 for the L1 norm and the H1 semi-norm and

m = 1/2 for L2 norm of the error. It is emphasized that the definitions (1)–(3) are based on the results of [10]

while (4) largely on heuristic considerations.

The objective of this paper is to develop a general formula for the metric tensor for use in anisotropic

mesh generation in any spatial dimension. The development is based on the error estimates obtained in the

recent work [21] for polynomial preserving interpolation on simplicial elements. These estimates are aniso-

tropic in the sense that they allow a full control of the shape of elements when used within a mesh gener-
ation strategy. Compared with the existing anisotropic error estimates (e.g., see [3,14,24,25] and Section 2),

the results in [21] have a distinct feature that they are given in terms of a so-called overall mesh quality mea-

sure, which in turn is defined through three element-wise quality measures in geometry, alignment, and

equidistribution (or adaptation). They shed light on the effects of the mesh qualities on the interpolation

error. More importantly, the estimates show that the essence of mesh adaptation is to generate a mesh with
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good quality in the overall mesh quality measure. The results have been successfully used in [21] to formu-

late adaptation functionals and the corresponding monitor functions for variational mesh adaptation.

The application of the error estimates of [21] to formulating the metric tensor, M, is relatively straight-

forward. On the one hand, as a common practice in the existing anisotropic mesh generation codes, we as-

sume that the anisotropic mesh is generated as a quasi-uniform mesh in the metric M, i.e., a mesh where the
elements are equilateral (a shape requirement) and unitary in size (a size requirement) in M. On the other

hand, the anisotropic mesh is required to have a good quality according to the overall quality measure. This

leads to a different set of the shape and size requirements on the mesh elements. ThenM is constructed from

these requirements.

Let X be the bounded physical domain in Rn (n P 1). Consider functions of the Sobolev space Wl,p(X)
for some integer 1 6 l 6 k + 1 and real number p P 1, where k is the degree of interpolation polynomials

and l and p are related to the regularity of the solution of the partial differential equation at hand. If the

interpolation error is measured in the semi-norm of Wm,q(X) with 0 6 m 6 l and q P 1, the metric tensor is
given in a continuous form in Eq. (68) for functions in W1,p(X) or in Eq. (70) for functions in Wl,p(X) with
l P 2 in terms of a prescribed number of elements, N, or in Eq. (69) or (71) in terms of a prescribed error

level, �0. These definitions are general, valid for any Wm,q semi-norm of interpolation error and n spatial

dimensions. For the commonly used case l = 2 (e.g., for linear interpolation), when emphasis is given to

mesh alignment and equidistribution, the metric tensor reads as
MðxÞ ¼ N
r

� �2
n

det I þ 1

a
jHðvÞj

� �1
n

2
c�1ð Þ

I þ 1

a
jHðvÞj

� �
, ð5Þ
or, in terms of �0,
M �0ðxÞ ¼
1

r
� a

�0

� � n
2�m

 !2
n

det I þ 1

a
jHðvÞj

� �1
n

2
c�1ð Þ

I þ 1

a
jHðvÞj

� �
, ð6Þ
where I is the identity matrix of order n, H(v) is the Hessian of function v, c = n/q + (2 � m),
qðxÞ ¼ det I þ 1

a
jHðvÞj

� �1
c

, r ¼
Z
X
qðxÞdx,
and the positive parameter a is defined through
Z
X
qðxÞdx ¼ 21þ

nðp�1Þ
pc þmax 0, npc�1f gjXj:
It is noted that Eq. (5) holds for 0 6 m 6 l = 2, whereas (6) is true only for 0 6 m < l = 2. The definition

given in Eq. (5) or (6) depends on the spatial dimension. Interestingly, taking n = 2 (in two-dimensions) and
q = 2 (with the interpolation error being measured in Hm semi-norm), Eq. (6) reduces to
M �0ðxÞ ¼
1

r
� a

�0

� �
det I þ 1

a
jHðvÞj

� ��1
6

I þ 1

a
jHðvÞj

� �
ð7Þ
for the case m = 0 and
M �0ðxÞ ¼
1

r
� a

�0

� �2

I þ 1

a
jHðvÞj

� �
ð8Þ
for the case m = 1. It is easy to see that the metric tensor defined in Eq. (8) is similar to those given in Eqs.
(2) and (3). They differ in the power of �0 and in that the metric tensor (8) is always positive definite irre-

spective of the HessianH(v). On the other hand, the metric tensor (7) has the same power of �0 as (2) and (3)
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but includes an extra non-constant factor involving the determinant of matrix I + (1/a)|H(v)|. (Numerical

results are presented in Section 4, particularly in Figs. 6–8, to show how the interpolation error responds

to �0 on meshes generated using metric tensors (3), (7), and (8).) It is also worth mentioning that definitions

(5) and (6) are different from Eq. (4), particularly for the L2 norm of the error.

The paper is organized as follows. In Section 2, we describe the anisotropic error estimates for polyno-
mial preserving interpolation on simplicial elements and the related mesh quality measures developed in

[21]. The formulation of the metric tensor is developed in Section 3. Numerical results are presented in Sec-

tion 4 for a selection of examples for generating adaptive anisotropic meshes for given functions and for

partial differential equations. Finally, conclusions are drawn in Section 5.
2. Anisotropic estimates for interpolation error

In this section, we describe the error estimates for polynomial preserving interpolation on simplicial ele-

ments and the related mesh quality measures developed in [21].

We begin with introducing some notation. Assume that the n-dimensional physical domain X is polyhe-

dral and an affine family of triangulations {Th} is given thereon. Then, for each element K, there exists an

invertible affine mapping F K : K̂ ! K such that K ¼ F KðK̂Þ, where K̂ is the reference element chosen to be

equilateral. This type of elements are often referred to as simplicial elements in the literature. Denote by

n = [n1, . . . ,nn]
T the coordinates for K̂ and by x = [x1, . . . ,xn]

T the local coordinates for K. In the coordinate

systems, the affine mapping FK can be expressed as x ¼ F 0
Knþ c, where c is a constant vector and F 0

K is the
Jacobian matrix. In addition, the lengths of K in the coordinate directions can be written as
hi,K ¼
Xn
j¼1

oxi
onj

����
����
2

 !1=2

¼ kðF 0
KÞ

T
eik i ¼ 1, . . . ,n, ð9Þ
where ei is the ith unit vector of the Euclidean space and iÆi denotes the Euclidean vector norm.

Hereafter, C denotes a generic positive constant. The norm and semi-norm of Sobolev spaceWm,p(K) are

denoted by k � kW m,pðKÞ and j � jW m,pðKÞ, respectively. The scaled semi-norm of Wm,p(K) is defined as

h�iW m,pðKÞ � jKj�1=pj � jW m,pðKÞ, where jKj is the volume of K. Evidently, hviW m,pðKÞ is an Lp average of v(m)

on K.
2.1. Element-wise error estimates

The element-wise error estimates in the following theorem are developed in [21] using the theory of inter-

polation for finite elements (e.g., see [9]).

Theorem 2.1. Let ðK̂,P̂ ,R̂Þ be a finite element, where K̂ is the reference element, P̂ is a finite-dimensional linear
space of functions defined on K̂, and R̂ is a set of degrees of freedom. Let s be the greatest order of partial

derivatives occurring in R̂. For some integers m, k, and l: 0 6 m 6 l 6 k+1, and some numbers p,q2 [1,1], if
W l,pðK̂Þ,!CsðK̂Þ, ð10Þ

W l,pðK̂Þ,!W m,qðK̂Þ, ð11Þ

PkðK̂Þ � P̂ � W m,qðK̂Þ, ð12Þ

then there exists a constant C ¼ CðK̂,P̂ ,R̂Þ such that, for all affine-equivalent finite elements (K,PK,RK) and

v 2Wl,p(K)
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jv�Pk,KvjW m,qðKÞ 6 CkðF 0
KÞ

�1km � j detðF 0
KÞj

1
q �
X
i1,...,il

hi1,K � � � hil,K
olv

oxi1 � � � oxil

� �
LpðKÞ

, ð13Þ
where Pk,K denotes the kth-degree PK-interpolation operator on K. Inequality (13) can be written in a different

form, viz.,
jv�Pk,KvjW m,qðKÞ 6 CkðF 0
KÞ

�1km � j detðF 0
KÞj

1
q � tr ðF 0

KÞ
TrvrvTF 0

K

� 	D E1
2

L
p
2ðKÞ

ð14Þ
for v 2 W1,p(K) and
jv�Pk,KvjW m,qðKÞ 6 CkðF 0
KÞ

�1km � kF 0
Kk

l�2 � j detðF 0
KÞj

1
q � tr ðF 0

KÞ
TjH Dl�2v


 �
jF 0

K

� 	D E
LpðKÞ

ð15Þ
for v 2Wl,p(K) with l P 2, where det(Æ) and tr(Æ) denote the determinant and the trace of a matrix, respectively,

jHðDl�2vÞj �
P

i1,���,il�2
jHððol�2vÞ=ðoxi1 � � � oxil�2

ÞÞj, H(Æ) is the Hessian of the corresponding function, and

|H(Æ)| = Q diag(|k1|,. . ., |kn|)Q
T for a given eigen-decomposition H (Æ) = Q diag(k1, . . .,kn)Q

T.

It is remarked that the numbers l and p are related to the regularity of the considered functions. The

theorem holds for kth degree interpolation with k P 0 and thus for high order simplicial finite elements.

Since the elements are affine, only the Jacobian of the map FK, F
0
K , appears in the error estimates. The suf-

ficient conditions for (10) and (11) can be derived from the Embedding Theorem for Sobolev spaces (e.g.,
see [1]). For the widely used case of Lagrange interpolation (s = 0), the conditions 0 6 m 6 l 6 k + 1,

1 6 q 6 p, and l > n/p for p > 1 or l P n for p = 1 are sufficient for (10) and (11) to hold.

The estimates in Theorem 2.1 are anisotropic. To explain this, we consider the estimate (15) with l = 2.

Let Q = [q1, . . . ,qn]. It is not difficult to show
tr ðF 0
KÞ

TjH vð ÞjF 0
K

� 	
¼
X
i

jkij � kðF 0
KÞ

T
qik

2
:

Thus, for each i, the length of K in the direction qi, kðF 0
KÞ

T
qik, can be adjusted according to the eigen-

value ki when (15) is used with a meshing strategy. In this sense, estimate (15) provides a separate control of

the lengths of K and is anisotropic.

2.2. Mesh quality measures and global error estimates

The results of Theorem 2.1 are now used to define mesh quality measures and develop the global esti-

mate of the interpolation error. An individual element is measured in geometry (or shape), alignment,

and equidistribution while the entire mesh is assessed through an overall quality measure.

The geometric quality measure of an element K is defined based on either the Jacobian matrix or its

inverse of the affine mapping F K : K̂ ! K, viz.,
QgeoðKÞ ¼
tr ðF 0

KÞ
TF 0

K

� 	
n detððF 0

KÞ
TF 0

KÞ
1
n

2
4

3
5

n
2ðn�1Þ

¼ kF 0
KkFffiffiffi

n
p

detðF 0
KÞ

1
n

" # n
n�1

, ð16Þ

Q̂geoðKÞ ¼
tr ðF 0

KÞ
�1ðF 0

KÞ
�T

� 	
n det ðF 0

KÞ
�1ðF 0

KÞ
�T

� 	1
n

2
64

3
75

n
2ðn�1Þ

¼ kðF 0
KÞ

�1kFffiffiffi
n

p
detðF 0

KÞ
�1

n

" # n
n�1

, ð17Þ
where iÆiF is the Frobenius matrix norm. It is remarked that the definition (16) is similar to the shape mea-

sure studied by Liu and Joe [27,28] for tetrahedron elements. The ranges of the geometric quality measures
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are Qgeo(K) P 1 and Q̂geoðKÞ P 1, with the best quality attained by Qgeo(K) = 1 or Q̂geoðKÞ ¼ 1. From the

well known arithmetic-mean geometric-mean inequality it is not difficult to show
1

nðn� 1Þ
lmax

lmin

� � 1
2n

� 1

 !2

þ 1

2
4

3
5

n
2ðn�1Þ

6 QgeoðKÞ 6
lmax

lmin

,

1

nðn� 1Þ
lmax

lmin

� � 1
2n

� 1

 !2

þ 1

2
4

3
5

n
2ðn�1Þ

6 Q̂geoðKÞ 6
lmax

lmin

,

where lmin and lmax are the minimal and maximal singular values of F 0
K . These inequalities imply that

Qgeo(K) and Q̂geoðKÞ are equivalent to lmax/lmin or the aspect ratio of K since n is the number of the dimen-

sion and usually small (n = 2 or 3).

The definitions of other mesh quality measures and the global error bounds are given in the following

theorem [21].

Theorem 2.2. Suppose that the conditions (10)–(12) of Theorem 2.1 are satisfied. (a) For v 2W1,p(X) and
0 6 m 6 1,
X
K

jv�Pk,KvjqW m,qðKÞ

" #1
q

6 CN�1�m
n
ffiffiffiffiffiffiffiffi
ah,1

p
Qmesh,h,1, ð18Þ
where N is the number of elements, c1 = n/q + (1 � m), and
Qmesh,h,1 ¼
1

rh,1

X
K

jKjqK,1 Q̂
mðn�1Þ

n

geo Q
n�1
n
ali,1Q

1�m
n

eq,1

� �q
" #1

q

, ð19Þ

rh,1 ¼
X
K

jKjqK,1, ð20Þ

Qali,1ðKÞ ¼
tr ðF 0

KÞ
T I þ 1

ah,1 rvrvT
h i

F 0
K

� 	D E
L
p
2ðKÞ

n det ðF 0
KÞ

T I þ 1
ah,1 rvrvT

h i
F 0

K

� 	1
n

� �
L
p
2ðKÞ

2
6664

3
7775

n
2ðn�1Þ

, ð21Þ

Qeq,1ðKÞ ¼
N jKjqK,1

rh,1
, ð22Þ

qK,1 ¼ 1þ 1

ah,1
krvk2

� � 1
2c1

L
p
2nðKÞ

, ð23Þ

ah,1 ¼
1

jXj
X
K

jKj krvkh i
1
c1

L
p
nðKÞ

" #2c1
: ð24Þ
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(b) For v 2Wl,p(X) with lP 2 and 0 6 m 6 l,
X
K

jv�Pk,KvjqW m,qðKÞ

" #1
q

6 CN�l�m
n ah,2Qmesh,h,2, ð25Þ
where c = n/q + (l � m),
Qmesh,h,2 ¼
1

rh,2

X
K

jKjqK,2 Q̂
mðn�1Þ

n

geo Q
ðl�2Þðn�1Þ

n
geo Q

2ðn�1Þ
n

ali,2 Q
l�m
n

eq,2

� �q
" #1

q

, ð26Þ

rh,2 ¼
X
K

jKjqK,2, ð27Þ

Qali,2ðKÞ ¼
tr ðF 0

KÞ
T I þ 1

ah,2 H Dl�2v

 ��� ��h i

F 0
K

� 	D E
LpðKÞ

n det ðF 0
KÞ

T I þ 1
ah,2 H Dl�2v


 ��� ��h i
F 0

K

� 	1
n

� �
LpðKÞ

2
6664

3
7775

n
2ðn�1Þ

, ð28Þ

Qeq,2ðKÞ ¼
N jKjqK,2

rh,2
, ð29Þ

qK,2 ¼ det I þ 1

ah,2
jH Dl�2v

 �

j
� �� �1

c

L
p
nðKÞ

, ð30Þ
and ah,2 is defined through
rh,2 �
X
K

jKjqK,2 ¼ 21þ
nðp�1Þ

pc þmax 0, npc�1f gjXj: ð31Þ
We now take a closer look at the error bounds given in estimates (18) and (25). The parameters ah,1 and
ah,2 play a role of regularization, guaranteeing that the adaptation function qK remains strictly positive irre-

spective of v and its derivatives. They depend only mildly on the mesh, and are bounded below and above

by constants independent of the mesh, i.e., for q 6 p,
hkrvki
L
1
c1 ðXÞ

6
ffiffiffiffiffiffiffiffi
ah,1

p
6 hkrvki

L
p
nðXÞ ð32Þ
and
Ĉ det jH Dl�2v

 �

j

 � �1

n

L
1
cðXÞ

6 ah,2 6
1

n
1

jXj
X
K

jKj tr jH Dl�2v

 �

j

 � �n

c

LpðKÞ

" #c
n

6
1

n
tr jH Dl�2v


 �
j


 � �
LpðXÞ, ð33Þ
where Ĉ is a positive constant.

The quantity Qmesh,h,1 for the case l = 1 or Qmesh,h,2 for lP 2 is the overall mesh quality measure. (For

notational simplicity, Qmesh,h will be used to denote one of them in the following. The same goes for other

variables.) It can be shown that the range for the overall quality measure is Qmesh,h P 1, with the best qual-
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ity being attained at Qmesh,h = 1. The overall quality measure is defined through three element-wise quality

measures, Qgeo (and/or Q̂geo), Qali, and Qeq.

The alignment quality measure, Qali, is defined similarly as for the geometric quality measure but de-

pends on v through the matrix I + (1/ah,1)$v$v
T or I + (1/ah,2)|H(Dl � 2v)|. The range is Qali P 1, and

Qali = 1 gives the best alignment. The quantity Qali characterizes the alignment of the shape of elements
with the geometry of the solution. To see this more clearly, we take Qali,2(K) as an example. Assume that

|H(Dl � 2v)| changes mildly on K so that Qali,2(K) can be approximated by
Qali,2ðKÞ �
tr ðF 0

KÞ
T I þ a�1

h,2jH Dl�2v

 �

jK
h i

F 0
K

� 	
n det ðF 0

KÞ
T I þ a�1

h,2jH Dl�2v

 �

jK
h i

F 0
K

� 	1
n

2
64

3
75

n
2ðn�1Þ

, ð34Þ
where |H(Dl � 2v)|K is a certain average of |H(Dl � 2v)| on K. Denote the eigen-decomposition of matrix

I þ a�1
h,2jHðDl�2vÞjK by
I þ a�1
h,2jH Dl�2v


 �
jK ¼ QRQT ¼ ½q1 � � � qn�R½q1 � � � qn�

T
,

where R = diag(r1, . . . ,rn) and iqii = 1, i = 1, . . . ,n. It is not difficult to verify
tr ðF 0
KÞ

T I þ a�1
h,2jH Dl�2v


 �
jK

h i
F 0

K

� 	
¼ kR1=2QTF 0

Kk
2

F ¼
Xn
i¼1

rikðF 0
KÞ

T
qik

2
: ð35Þ
We need the following lemma for further derivations.

Lemma 2.1. For any symmetric positive definite (SPD) matrix A = (aij) of order m,
detðAÞ 6
Ym
i¼1

aii, ð36Þ
with equality if and only if A is diagonal.

Proof. We prove this lemma by induction. The conclusion is obviously true for m = 1. Assume that the con-
clusion holds for any SPD matrix of order no more than m � 1. We need to show that the conclusion is also

true for any SPD matrix A of order m. Write A into a block form
A ¼
Am�1 v

vT amm

� �
:

Note that Am� 1 and A�1
m�1 are also SPD. By assumption, we have
detðAm�1Þ 6
Ym�1

i¼1

aii, ð37Þ
with equality if and only if Am � 1 is diagonal. Taking determinant of both sides of the equality
Im�1 0

�vTA�1
m�1 1

� �
Am�1 v

vT amm

� �
¼

Am�1 v

0 amm � vTA�1
m�1v

� �
and using inequality (37) we get
detðAÞ ¼ amm � vTA�1
m�1v


 �
detðAm�1Þ 6 amm � vTA�1

m�1v

 �Ym�1

i¼1

aii 6
Ym
i¼1

aii,
where we have used vTA�1
m�1v P 0. Thus, (36) holds. The equal sign in (36) holds if and only if Am � 1 is diag-

onal and vTA�1
m�1v ¼ 0, with the latter implying v = 0. Thus, A is diagonal. h
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Take A ¼ QTF 0
KðF 0

KÞ
TQ. It is not difficult to show
aii � QTF 0
KðF 0

KÞ
TQ

� 	
ii
¼ kðF 0

KÞ
T
qik

2 i ¼ 1, . . . ,n: ð38Þ
Then, the lemma yields
detðF 0
KÞ

2
6

Yn
i¼1

kðF 0
KÞ

T
qik

2

and
det ðF 0
KÞ

T I þ a�1
h,2jH Dl�2v


 �
jK

h i
F 0

K

� 	
¼ detðF 0

KÞ
2
Yn
i¼1

ri 6

Yn
i¼1

rikðF 0
KÞ

T
qik

2
: ð39Þ
Combining this with Eq. (35), we get
tr ðF 0
KÞ

T I þ a�1
h,2jH Dl�2v


 �
jK

h i
F 0

K

� 	
n det ðF 0

KÞ
T I þ a�1

h,2jH Dl�2v

 �

jK
h i

F 0
K

� 	1
n
P

Pn
i¼1

rikðF 0
KÞ

T
qik

2

n
Qn
i¼1

rikðF 0
KÞ

T
qik

2

� �1
n
P 1: ð40Þ
Suppose now that K has a perfect alignment quality, i.e., Qali,2(K) = 1. Combining Qali,2(K) = 1 with Eqs.
(34) and (40), we obtain
Xn
i¼1

rikðF 0
KÞ

T
qik

2 � n
Yn
i¼1

rikðF 0
KÞ

T
qik

2

 !1
n

, ð41Þ
and further from (39),
detðF 0
KÞ

2 �
Yn
i¼1

kðF 0
KÞ

T
qik

2
: ð42Þ
From the arithmetic-mean geometric-mean inequality, (41) gives
r1kðF 0
KÞ

T
q1k

2 � � � � � rnkðF 0
KÞ

T
qnk

2
: ð43Þ
On the other hand, from Lemma 2.1 Eq. (42) implies that the matrix QTF 0
KðF 0

KÞ
TQ is approximately diag-

onal, i.e.,
QTF 0
KðF 0

KÞ
TQ � diagðl1, . . . ,lnÞ:
Since Q is orthogonal, this indicates that (li,qi)�s form a complete eigensystem for the matrix F 0
KðF 0

KÞ
T
.

Moreover, from Eq. (38) we have li � kðF 0
KÞ

T
qik

2
for i = 1, . . . ,n. Substituting into (43) gives
r1l1 � � � � � rnln: ð44Þ

Hence, we have shown that, if K has a perfect alignment quality (i.e., Qali,2(K) = 1), the eigensystem

(li,qi) of F
0
KðF 0

KÞ
T
, and therefore the shape and orientation of element K, are determined by the eigensystem

(ri,qi) of the solution dependent matrix I þ a�1
h,2jHðDl�2vÞjK .

The equidistribution quality measure, Qeq, characterizes the relation of the size of elements with the

adaptation function qK. Its range is Qeq > 0. The measure is motivated by the equidistribution principle.

For instance, maxKQeq(K) = 1 leads to the exact equidistribution relation
jKjqK ¼ rh

N
8K 2 T h:
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Moreover, the larger maxK Qeq(K) is, the farther the mesh deviates from satisfying the equidistribution

relation.

The effects of the mesh qualities on interpolation error can be clearly seen from estimates (18) and (25).

Particularly, Q̂geo (and Qgeo),Qali, and Qeq appear in Qmesh,h as a product, meaning that their effects on the

interpolation error compensate for each other. As such, the interpolation error can stay at a low level when
smaller elements are worse shaped than larger elements, or well aligned elements are worse shaped than

worse aligned elements. Moreover, Qmesh,h is the only factor in the bounds which depends substantially

on the mesh. Thus, the essence of mesh adaptation is to generate a mesh having good overall quality in

the measure Qmesh,h. This idea has been successfully used in [21] to develop adaptation functionals and

the corresponding monitor functions for variational mesh adaptation.

To conclude this section, we briefly describe the relation and comparison of the above estimates with

some existing ones. A general anisotropic estimate is obtained by Apel and Dobrowolski [4] and Apel

[3]. It has a similar form as the estimate (13) but requires the mesh to satisfy the so-called maximal angle
and coordinate system conditions. The results of Formaggia and Perotto [14], given in the L2 and H1 norm

for linear Lagrange interpolation and Crément-type interpolation in two-dimensions, require no such a pri-

ori conditions on the mesh. They are formulated in terms of the eigenvalues and eigenvectors of the Jaco-

bian matrix of the affine mapping F K : K̂ ! K (instead of the mapping itself as in the estimates (14) and

(15)). It is not difficult to show that the result of [14] for Lagrange interpolation can be derived from

(15). A number of a posteriori error estimators for anisotropic refinement have been developed; e.g., see

[12,23,25,26,32]. Particularly, Kunert [24–26] and Kunert and Verfeurth [23] introduce the so-called match-

ing functions to measure the correspondence of the mesh to the anisotropic feature of the physical solution,
i.e.,
m1ðv,T hÞ ¼
1

jvjH1ðXÞ

X
K2T h

h�2
min ,K

Xn
i¼1

kpTi rvk2L2ðKÞ

 !1
2

8v 2 H 1ðXÞ, ð45Þ

m2ðv,T hÞ ¼
1

jvjH2ðXÞ

X
K2T h

h�4
min ,K

Xn
i,j¼1

kpTi ðD2vÞpjk
2

L2ðKÞ

 !1
2

8v 2 H 2ðXÞ, ð46Þ
where pis are an orthogonal set of suitably defined vectors representing the geometry of element K, hi,K =

ipii, and hmin,K = minihi,K. A priori and a posteriori error bounds for linear elements are then obtained in

terms of these matching functions. The matching functions m1 and m2 play a similar role as Qmesh,h,1 and

Qmesh,h,2, i.e., they measure the overall quality of the mesh. However, the use of j vjH1ðXÞ in Eq. (45) or

j vjH2ðXÞ in (46) is somewhat arbitrary. Indeed, Kunert [24] observes that m1(v,Th) can be small and large
for mis-adapted meshes. On the contrary, a small value of Qmesh,h always means a good quality of the mesh

[21].
3. Metric tensors for anisotropic mesh adaptation

We now use the results of Theorem 2.2 to develop a formula for the metric tensor. Although mainly con-

cerned with anisotropic mesh generation, for comparison purpose we also record the results for the isotro-
pic case.

As a common practice in anisotropic mesh generation, we assume that the metric tensor, denoted by

M(x), is used in a meshing strategy in such a way that an anisotropic mesh is generated as a quasi-uniform

mesh in the metric determined by M. Mathematically, this can be interpreted as the shape and size require-

ments as follows.
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The shape requirement. The elements of the new mesh, Th, are (or are close to being) equilateral in the

metric. Mathematically, this can be expressed as
tr ðF 0
KÞ

TMKF 0
K

� 	
¼ n det ðF 0

KÞ
TMKF 0

K

� 	1
n 8K 2 T h, ð47Þ
where MK is an average of M(x) on element K.

The size requirement. The elements of the new mesh Th have a unitary volume in the metric, viz.,
Z
K

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðMðxÞÞ

p
dx ¼ 1 8K 2 T h, ð48Þ
or, in a discrete form
jKj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðMKÞ

p
¼ 1 8K 2 T h: ð49Þ
It is interesting to point out that
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detðMðxÞÞ

p
can often be interpreted as an ‘‘error’’ density function. In

this interpretation, Eq. (48) implies that the error is evenly distributed or equidistributed among elements.

We note that the shape requirement is implemented very much the same way in the existing algorithms and

codes. However, the size requirement may vary slightly from code to code. For example, Habashi et al. [18]

consider the error equidistribution among edges instead of elements.
It is emphasized that the above shape and size requirements show how the metric tensorM is used within a

meshing strategy and are insufficient for its determination.We use the results of Theorem 2.2 to determineM.

The idea is to require the new mesh to have a good overall quality in the sense that Qmesh,h is minimized or at

least bounded by a reasonably small number. The procedure is to derive conditions from this quality require-

ment and compare them with Eqs. (47) and (48). We now proceed in two separate cases l = 1 and l P 2.

3.1. Case l = 1

According to Theorem 2.2 the new mesh should be chosen to have the best overall quality and attain the

smallest error bound. However, this optimal mesh is often difficult to obtain numerically by direct minimi-

zation because Qmesh,h,1 is highly non-linear and non-convex and its minimization often leads to a nasty

optimization problem. Here, we use an indirect approach. Recalling that Qmesh,h,1 P 1 and the best overall

quality is attained at Qmesh,h,1 = 1, we could ideally require the mesh to satisfy
max
K

Q̂geoðKÞ ¼ 1, max
K

Qali,1ðKÞ ¼ 1, max
K

Qeq,1ðKÞ ¼ 1 ð50Þ
and thus have
Qmesh,h,1 6 max
K

Q̂geoðKÞ
h imðn�1Þ

n
max

K
Qali,1ðKÞ

h in�1
n

maxQeq,1ðKÞ
h i1�m

n ¼ 1: ð51Þ
Unfortunately, such a mesh does not exist in general since the first and second conditions of (50) con-

tradict each other: The first condition requires the elements to be equilateral in the Euclidean metric

whereas the second one requires them to be so in the metric proportional to [I + (1/ah,1)$v$v
T]. In the

following, we define the needed metric tensor by compromising these conditions.

We first consider the second and third conditions
max
K

Qali,1ðKÞ ¼ 1, max
K

Qeq,1ðKÞ ¼ 1: ð52Þ
The condition maxK Qali,1(K) = 1 gives
tr ðF 0
KÞ

T I þ 1

ah,1
rvrvT

� �
F 0

K

� �� �
L
p
2ðKÞ

¼ n det ðF 0
KÞ

T I þ 1

ah,1
rvrvT

� �
F 0

K

� �1
n

* +
L
p
2ðKÞ

8K 2 T h:

ð53Þ
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To be able to compare Eq. (53) with (47), we assume that $v and therefore the matrix I + (1/ah,1)$v$v
T

do not change dramatically on K. Recalling that a scaled Sobolev semi-norm is an average, we can approx-

imate Eq. (53) by
tr ðF 0
KÞ

T I þ 1

ah,1
rvðxÞrvðxÞT

� �
F 0

K

� �
� n det ðF 0

KÞ
T I þ 1

ah,1
rvðxÞrvðxÞT

� �
F 0

K

� �1
n

: ð54Þ
On the other hand, we have from (47)
tr ðF 0
KÞ

TMðxÞF 0
K

� 	
� n det ðF 0

KÞ
TMðxÞF 0

K

� 	1
n 8x 2 K: ð55Þ
By comparing (55) with (54), we obtain
MðxÞ ¼ hðxÞ I þ 1

ah,1
rvrvT

� �
, ð56Þ
where h(x) is a scalar function which we now determine by using Eq. (49) and the second condition in Eq.

(52). Recall that maxK Qeq (K) = 1 leads to the exact equidistribution relation, i.e.,
jKjqK,1 ¼
rh,1

N
8K 2 T h:
Eliminating |K| from this and Eq. (49), we get
qK,1 detðMKÞ�
1
2 ¼ rh,1

N
: ð57Þ
We approximate this by
qK,1 detðMðxÞÞ�
1
2 � rh,1

N

and equation (23) by
qK,1 � 1þ 1

ah,1
krvk2

� � 1
2c1

:

Combining these with Eq. (56), we get
h ¼ N
rh,1

� �2
n

1þ 1

ah,1
krvk2

� �1
n

1
c1
�1

� 	
: ð58Þ
Substituting this into Eq. (56), we get the metric tensor for the case l = 1 as
MðxÞ ¼ N
rh,1

� �2
n

1þ 1

ah,1
krvk2

� �1
n

1
c1
�1

� 	
I þ 1

ah,1
rvrvT

� �
x 2 K, ð59Þ
where N is the number of elements. If we further replace rh,1 and ah,1 by their continuous counterparts,
a1 ¼
1

jXj

Z
X
krvk

1
c1 dx

� �2c1
, ð60Þ

r1 ¼
Z
X
q1ðxÞdx, ð61Þ
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q1 ¼ 1þ 1

a1
krvk2

� � 1
2c1

, ð62Þ
from the alignment and equidistribution requirements (52) we obtain the metric tensor in a continuous

form as
Mali,1,N ðxÞ ¼
N
r1

� �2
n

1þ 1

a1
krvk2

� �1
n

1
c1
�1

� 	
I þ 1

a1
rvrvT

� �
8x 2 X: ð63Þ
Sometimes it is more convenient to use a prescribed error level instead of N. Consider the situation where

a level, �0, is given for the Wm,q semi-norm of interpolation error. Assuming that Qmesh,h,1 is bounded by a
reasonably small number, estimate (18) implies that the global error bound is proportional to N�ð1�mÞ=n ffiffiffiffiffi

a1
p

.

Setting this equal to �0, we get for m = 0
N ¼
ffiffiffiffiffi
a1

p

�0

� � n
1�m

:

Substituting it into Eq. (63) yields
Mali,1,�0ðxÞ ¼
1

r1

�
ffiffiffiffiffi
a1

p

�0

� � n
1�m

 !2
n

1þ 1

a1
krvk2

� �1
n

1
c1
�1

� 	
I þ 1

a1
rvrvT

� �
8x 2 X: ð64Þ
Similarly, from the geometric and equidistribution requirements in Eq. (50),
max
K

Q̂geoðKÞ ¼ 1, max
K

Qeq,1ðKÞ ¼ 1, ð65Þ
we can obtain
Mgeo,1,NðxÞ ¼ I
N
r1

� �2
n

1þ 1

a1
krvk2

� � 1
nc1

8x 2 X, ð66Þ

Mgeo,1,�0ðxÞ ¼ I
1

r1

�
ffiffiffiffiffi
a1

p

�0

� � n
1�m

 !2
n

1þ 1

a1
krvk2

� � 1
nc1

8x 2 X: ð67Þ
Finally, a metric tensor taking into account the geometry, alignment, and equidistribution qualities of

elements can be defined by combining Eqs. (63) and (64),
M1,NðxÞ ¼ xMgeo,1,N ðxÞ þ ð1� xÞMali,1,N ðxÞ
or
M1,NðxÞ ¼
N
r1

� �2
n

1þ 1

a1
krvk2

� � 1
nc1

� xI þ ð1� xÞ 1þ 1

a1
krvk2

� ��1
n

I þ 1

a1
rvrvT

� �( )
8x 2 X,

ð68Þ

where N is a prescribed number of elements and x 2 [0,1] is a user specified dimensionless parameter

used for balancing mesh regularity (or the geometric requirement) and mesh alignment with the phys-

ical solution. Evidently, the choice x = 0 gives emphasis to the alignment requirement while the choice
x = 1 focuses on the geometric requirement in the definition of the metric tensor. Generally speaking,

it may be difficult to choose an optimal value for x, except for the case m = 0 when the interpolation
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error is measured in Lq norm. In this case, Q̂geo does not appear in Qmesh,h,1 (see Eq. (19)). As a con-

sequence, only alignment and equidistribution are needed to consider and thus the value x = 0 should

be used.

In terms of the prescribed level of the Wm,q semi-norm of interpolation error, �0, the metric tensor for

m = 0 is
M1,�0ðxÞ ¼
1

r1

�
ffiffiffiffiffi
a1

p

�0

� � n
1�m

 !2
n

1þ 1

a1
krvk2

� � 1
nc1

� xI þ ð1� xÞ 1þ 1

a1
krvk2

� ��1
n

I þ 1

a1
rvrvT

� �( )
8x 2 X: ð69Þ
3.2. Case lP 2

The metric tensor can be defined similarly for the case l P 2. It is given in a continuous form as
M2,N ðxÞ ¼
N
r2

� �2
n

det I þ 1

a2
jHðDl�2vÞj

� � 2
nc

� xI þ ð1� xÞ det I þ 1

a2
jHðDl�2vÞj

� ��1
n

I þ 1

a2
jHðDl�2vÞj

� �( )
, ð70Þ

M2,�0ðxÞ ¼
1

r2

� a2
�0

� � n
l�m

 !2
n

det I þ 1

a2
jHðDl�2vÞj

� � 2
nc

� xI þ ð1� xÞ det I þ 1

a2
jHðDl�2vÞj

� ��1
n

I þ 1

a2
jHðDl�2vÞj

� �( )
, ð71Þ
where c = n/q + (l � m), x 2 [0,1] is a user specified dimensionless parameter, N is the prescribed number of

elements, �0 is the prescribed level of interpolation error in the Wm,q semi-norm,
q2 ¼ det I þ 1

a2
jHðDl�2vÞj

� �1
c

, ð72Þ

r2 ¼
Z
X
q2ðxÞdx, ð73Þ
and a2 is defined by
Z
X
q2ðxÞdx ¼ 21þ

nðp�1Þ
pc þmax 0, npc�1f gjXj: ð74Þ
Note that Eq. (70) holds for 0 6 m 6 l, whereas (71) is true only for 0 6 m < l. Once again, the choices

x = 0 and x = 1 give emphasis to the alignment and geometric requirements, respectively. For the case l = 2

and m = 0, the value x = 0 should be used since both Qgeo and Q̂geo do not appear in Qmesh,h,2 (see Eq. (26))

and only alignment and equidistribution are needed to take into account.

It is instructive to see that, taking n = 2 (in two-dimensions), l = 2, q = 2, and x = 0, Eq. (71) reduces to
Eq. (7) for the case m = 0 and (8) for m = 1.
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3.3. Metric tensor for isotropic mesh adaptation: lP 1

The procedure used in the preceding subsections can also be used for isotropic mesh adaptation. For the

purpose of comparison, we record the results in this subsection.

Define the adaptation function and the intensity parameter as
qK,3 ¼ 1þ 1

ah
hviW l,pðKÞ

� �n
c

, ð75Þ

ah,3 ¼
1

jXj
X
K

jKjhvi
n
c

W l,pðKÞ

" #c
n

: ð76Þ
The global bound on interpolation error is given by
X
K

jv�Pk,KvjqW m,qðKÞ

" #1
q

6 CN�l�m
n ah,3Qmesh,h,3, ð77Þ
where c = n/q + (l � m),
Qmesh,h,3 ¼
1

rh,3

X
K

jKjqK,3 Q̂
mðn�1Þ

n

geo Q
lðn�1Þ

n
geo Q

l�m
n

eq,3

� �q
" #1

q

, ð78Þ

Qeq,3ðKÞ ¼
N jKjqK,3

rh,3
: ð79Þ
For the current situation, only mesh regularity and equidistribution are needed to consider, and we

require the mesh to satisfy maxKQgeo(K) = 1 and maxKQeq(K) = 1. The metric tensor is then defined in a

continuous form as
M3,NðxÞ ¼ I
N
r3

� �2
n

1þ 1

a3
kDlvk

� �2
c

, ð80Þ

M3,�0ðxÞ ¼ I
1

r3

� a3
�0

� � n
l�m

 !2
n

1þ 1

a3
kDlvk

� �2
c

, ð81Þ
where
q3 ¼ 1þ 1

a3
kDlvk

� �n
c

, ð82Þ

a3 ¼
1

jXj

Z
X
kDlvk

n
c dx

� �c
n

, ð83Þ

r3 ¼
Z
X
q3ðxÞdx: ð84Þ
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3.4. Remarks

We now make a few remarks on the formulas for the metric tensor defined in Eqs. (68), (69), (70), (71),

(80), and (81).

First, the formulas of the metric tensor depend on several factors, including the function regularity
(through parameters l and p), the dimension of space (n), and the norm used to measure interpolation error

(m and q).

Second, the formulas have been derived from the requirements on the mesh to be generated. Thus, the

metric tensor should be defined on the new mesh. Of course, this is impractical. Nevertheless, we can com-

pute the metric tensor on a background mesh. Because the background mesh is often taken as the current

mesh in an iteration process, one can expect that the so-computed mesh tensor should be accurate enough

to serve the purpose. Moreover, this is also compatible with the interface of most existing anisotropic mesh

generation codes which require the metric tensor to be given on a background mesh.
Third, one may notice that the formulas of the metric tensors involve derivatives (of order l 6 k + 1) of

the physical solution. Generally speaking, one can assume that the nodal values of the solution or their

approximations are available, as typically in the numerical solution of partial differential equations. Then,

gradient recovery techniques such as those of Zienkiewicz and Zhu [36,37] and Zhang and Naga [35] can be

used, although their convergence has been analyzed only on isotropic meshes. In our computations, we use

a technique similar to that of [36,37] (see Section 4 for detail).

Fourth, we have so far assumed that the physical solution has only one component. When multi-com-

ponents are present, a possibility to define the metric tensor is to use the Euclidean norm of the vector-
valued solution. Another possibility is to define a metric tensor for each component and then to take

the intersection of all the resulting metric tensors. A method for intersecting metric tensors is described

in [8]. Consider two n · n symmetric and semi-positive definite matrices A and B. There exists a non-

singular matrix X such that X�1AX = diag(a1, . . . ,an) and X�1BX = diag(b1, . . . ,bn). Then, the intersection

of A and B is defined as A ˙ B ” X diag(max(a1,b1), . . . ,max(an,bn))X
�1. The intersection of more than

two matrices can be defined accordingly.

Finally, we note that the metric tensors defined in Eqs. (68), (69), (70), (71), (80), and (81) have a very

similar form as the monitor functions derived in [22] for variational mesh adaptation. In fact, the monitor
functions can be obtained by dropping the factors involving N or �0 in the metric tensors. It is also inter-

esting to point out that among the defined metric tensors, the definition (8) is the one closest to the metric

tensor (3) used by Hecht in his code BAMG [20]. They both use the Hessian of the solution, but have dif-

ferent powers of �0. In addition, a regularization (via the parameter a2) is used in Eq. (8) to guarantee that

M2,�0
is always positive definite irrespective of the Hessian.
4. Numerical results

For illustrative purpose, we present some numerical results for five two-dimensional examples, three

problems with given analytical solutions and two for steady-state partial differential equations (PDEs).

The numerical results are obtained using a c++ code BAMG (Bidimensional Anisotropic Mesh Generator)

developed by Hecht [20] with the metric tensors defined in the preceding section. BAMG is a Delaunay-type

triangulator which allows the user to supply a metric tensor or a solution defined on a background mesh. Its

internal metric tensors are defined in Eqs. (2) and (3). Once the metric is given, BAMG employs five local

minimization tools, edge suppression, vertex suppression, vertex addition, edge swapping, and vertex real-
location (barycentering step) to generate the needed anisotropic mesh or the mesh which is isotropic

according to the given metric (e.g., see [8]). BAMG is used here in an iterative fashion: Starting from a

coarse mesh as shown in Fig. 1, the nodal values of the solution are obtained either from an analytical



Fig. 1. An initial mesh.
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expression (for the problems with given analytical solutions) or by solving a PDE via a finite element

method. Having computed the metric tensor, a new mesh is then generated using BAMG. The process is
repeated twenty times.

In our computations we use k = 1 (for linear interpolation or linear finite elements), l = 2, p = q = 2, and

m = 0 (with the error being measured in L2 norm) or m = 1 (with the error being measured in H1 semi-

norm). Unless otherwise stated, x = 0 is used for computing the metric tensor given in Eqs. (70) and

(71), which gives emphasis to alignment. As mentioned in Section 3.2, this is an appropriate choice for

the case m = 0, where Qgeo and Q̂geo do not appear in the overall mesh quality measure Qmesh,h,2 given in

Eq. (26). However, it should be pointed out that x = 0 is not necessarily a good choice in general for

the case m = 1 where the geometric quality plays a role in the overall mesh quality. We choose x = 0 mainly
because of our interest in anisotropic meshes. But, for comparison purpose we also show numerical results

in Fig. 9 for two other values x = 0.1 and 0.5 for the case m = 1.

It is noted that in our computations the solution derivatives used in the metric tensor are approximated

using the nodal values of the solution. More specifically, the first-order derivatives are computed using a

linear least-squares fitting to the nodal values of the computed solution. The second-order derivatives

are obtained in a similar way but based on the nodal values of computed first-order derivatives.

In the results presented below, e denotes the error either for linear interpolation or in the computed

linear finite element solution. We use nbv and nbt to denote the actual numbers of vertices and elements
of a mesh, respectively. The quantity nbt is different from N used in the formulas of the metric tensor in

the previous sections. The former is the actual number of elements in a computed mesh whereas the latter

is a prescribed, target number of elements.

It is emphasized that although we use BAMG in our computations, the metric tensors defined in the pre-

vious section can also be used with other meshing strategies which employ a metric tensor to specify the

shape and size of elements for anisotropic mesh generation.
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4.1. Adaptive meshes for given solutions

Example 4.1. The first example is to generate adaptive meshes for
Fig.

jejH1 ¼
and (l,
vðx,yÞ ¼ tanhð60yÞ � tanhð60ðx� yÞ � 30Þ ðx,yÞ 2 ð0,1Þ � ð0,1Þ: ð85Þ

This function simulates the interaction of a boundary layer with an oblique shock wave, and has been

used as a test example for a number of adaptive algorithms; e.g., see [19].

We show in Fig. 2 typical adaptive meshes obtained using M2,N given in Eq. (70) and M3,N in Eq. (80)

with (l,m) = (2,1). It can be seen that both metric tensors produce correct mesh concentration. However, the

number of elements required to produce the same level of interpolation error is significantly different
2. Example 4.1. (a) An anisotropic mesh obtained with M2,N and (l,m) = (2,1): nbv = 645, nbt = 1187,

0:88, and kekL2 ¼ 1:3� 10�3. (b) Close-up of the mesh in (a) near (x,y) = (0.5,0). (c) An isotropic mesh obtained with M3,N

m) = (2,1): nbv = 7328, nbt = 14,291, j ejH1 ¼ 0:85, and kekL2 ¼ 1:0� 10�3. (d): Close-up of the mesh in (c) near (x,y) = (0.5,0).
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between isotropic and anisotropic meshes. Indeed, the interpolation error is nearly the same ðjejH1 � 0:88Þ
for the meshes shown in Fig. 2(a) and (c), but the anisotropic mesh uses only 1187 elements, about a twelfth

of the 14291 elements required by the isotropic mesh. The close-ups of both meshes near point

(x,y) = (0.5,0) reveal that the elements of the isotropic mesh in the regions of the boundary layer and the

shock wave are small and almost equilateral, whereas the anisotropic elements are thin and have a large
aspect ratio.

Fig. 3 shows the convergence history for the iteration process of using BAMG with M2,N, (l,m) = (2,1),

and N = 500. One can see that the numbers of vertices (nbv) and triangles (nbt) and the H1 semi-norm of the

interpolation error stabilize in about five iterations. From this observation, we stop all the computations in

20 iterations, a number sufficiently large to reach a convergent state.

To study the convergence of the interpolation error as the mesh is refined, we plot the L2 norm and H1

semi-norm of the error as functions of nbt in Fig. 4. For comparison, the results obtained on a uniform

mesh are also shown. The convergence is first-order in the H1 semi-norm ði:e:, jejH1ðXÞ ¼ OððnbtÞ�0:5ÞÞ and
second-order in the L2 norm ðkekL2ðXÞ ¼ OððnbtÞ�1ÞÞ for all methods, confirming the theoretical predictions

in Section 3. However, the magnitude of the error is significantly different between the uniform and

adaptive meshes. Especially, the decrease of the error from the isotropic adaptive mesh to the anisotropic

one is about a factor of 4 in j � jH1 and 10 in k � kL2 , larger than the decrease from the uniform mesh to the

isotropic adaptive one (about a factor of 3 in j � jH1 and 9 in k � kL2Þ. This demonstrates the advantage of

using a mesh not only adaptive but also well aligned with the solution for solving problems with strong

anisotropic features. Interestingly, Fig. 4 also shows that there is no significant difference between the cases

(l,m) = (2,1) and (l,m) = (2,0).
The mesh qualities of adaptive meshes are shown in Fig. 5. The maximum norm of the geometric quality

measure, iQgeoi1, is depicted in Fig. 5(a) as a function of nbt. As expected, iQgeoi1 is very small (around 2)

for isotropic meshes, indicating that their elements are close to being equilateral. This also demonstrates

that the code BAMG does a good job in generating a mesh which is isotropic according to a user-supplied

metric tensor. On the other hand, the large values of iQgeoi1 for anisotropic meshes (around 20 for the case

(l,m) = (2,1) and 100 for the case (l, m) = (2,0)) mean that some elements have a high aspect ratio. The

maximum norms of the alignment and equidistribution quality measures are plotted in Fig. 5(b) and (c),
Fig. 3. Example 4.1. Convergence history for the iteration process of using BAMG. The metric tensor M2,N is used with (l,m) = (2,1)

and N = 500. The curves are shown for nbv (the number of the vertices), nbt (the number of the triangular elements), andH1 semi-norm

of the interpolation error.



Fig. 4. Example 4.1. TheH1 semi-norm and the L2 norm of interpolation error are plotted as functions of the number of elements (nbt)

in (a) and (b), respectively.

Fig. 5. Example 4.1. The mesh quality measures, iQgeoi1, iQalii1, iQeqi1, and Qmesh are depicted as functions of nbt for meshes

generated with various metric tensors.
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respectively. They show that the mesh is well aligned and adapted to the given metric tensor (and thus the

solution) for all but one case with M2,N and (l,m) = (2,0). In this case, iQalii1 oscillates, with the value

ranging from 2 to 50. This happens when some extremely stretched elements are not well aligned with the

solution. Fortunately, this does not damage the error and the overall mesh quality because only a few of

elements are misaligned and their total area is small. As shown in Fig. 4 and Fig. 5(d), the history of both
the error and the overall quality measure is stable as the mesh is refined. In addition, Qmesh is small (with the

range from 1.5 to 2.5) for all cases.

We now study the correlations between the prescribed and actual numbers of elements and interpolation

error. In Figs. 6 and 7 we show nbt as function of N forM2,N and the error as function of �0 forM2,�0 . It can

be seen that, for both cases m = 0 and m = 1, the actual number of elements (or the error) responds almost

linearly to the prescribed, target number of elements (or the prescribed error level). This demonstrates that

N (or �0) in the metric tensor provides a mechanism for effective control of the actual number of elements

(or the interpolation error). For comparison purpose, we show in Fig. 8(a) the interpolation error as
Fig. 6. Example 4.1. Interpolation error is measured in the H1 semi-norm (m = 1). (a) The actual number of elements, nbt, is depicted

as a function of the target number of elements, N for meshes obtained with the metric tensor M2,N given in Eq. (70). (b) The

interpolation error inH1 semi-norm, jejH1ðXÞ, is depicted against the prescribed error level, �0 for meshes obtained with the metric tensor

M2,�0 given in Eq. (71) (also see (8)).

Fig. 7. Example 4.1. Interpolation error is measured in the L2 norm (m = 0). (a) The actual number of elements, nbt, is depicted as a

function of the target number of elements, N for meshes obtained with the metric tensor M2,N given in Eq. (70). (b) The interpolation

error in L2 semi-norm, kekL2ðXÞ, is depicted against the prescribed error level, �0 for meshes obtained with the metric tensor M2,�0 given

in Eq. (71) (also see (7)).



Fig. 8. Example 4.1. (a) Interpolation error in the H1 semi-norm and L2 norm is plotted as function of the prescribed error level �0 for

adaptive meshes obtained with the BAMG internal metric tensor defined in Eq. (3). (b) The maximum norm of the geometric quality

measure is plotted against the number of elements, nbt, as the mesh is refined with metric tensors (3) (BAMG) and (71) with m = 0 and

m = 1 (also see (7) and (8)).
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function of �0 for the BAMG internal metric tensor defined in Eq. (3). It is worth mentioning that the

parameter �0 does not have a clear physical meaning from the construction of (2) and (3) (e.g., see [8]). Fig.
8(a) shows that jejH1ðXÞ /

ffiffiffiffi
�0

p
and kekL2ðXÞ / �0. Thus, �0 seems to represent the L2 norm of the error.

However, the results also show that the response of the interpolation error to �0 is not smooth, especially
Fig. 9. Example 4.1. Interpolation error in the H1 semi-norm and mesh quality measures are depicted as functions of nbt for adaptive

meshes generated with M2,N (see Eq. (70)) with (l,m) = (2,1) and various values of x.
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when �0 is small. In Fig. 8(b) the maximum norm of the geometric quality measure, iQgeoi1, is plotted

against the number of elements, nbt, as the mesh is refined. Interestingly, the mesh produced with M2,� plus

m = 0 or m = 1 tends to have a constant iQgeoi1. On the contrary, the mesh with the BAMG metric tensor

(3) has a rapidly increasing iQgeoi1, meaning that some elements are getting more skewed as the mesh is

refined. This often is a situation people would like to avoid in mesh generation.
To see the influence of the parameter x in the metric tensor (70) on the resulting adaptive meshes we plot

in Fig. 9 the results obtained with M2,N and three values of x, 0, 0.1, and 0.5. Fig. 9(a) shows that the

difference in jejH1ðXÞ is insignificant for these three cases, with the biggest error associated with x = 0.5

being about twice the smallest one with x = 0.0. From Figs. 9(b) and (c) one can see that the greater x is,

the smaller iQgeoi1 is and the larger iQalii1. This is consistent with the fact that larger x gives more

emphasis to the geometric requirement and less to the alignment one. The overall mesh quality measure is

plotted in Fig. 9(d). Qmesh is small (about 2.5) for all cases. It shows no favor of large or small x.

Example 4.2. In this example, the function is given by
Fig. 10

isotrop
vðx,yÞ ¼ tanh �100 y � 1

2
� 1

4
sinð2pxÞ

� �2
 !

: ð86Þ
Compared to Example 4.1, this function has a relatively weaker anisotropic feature. This example is

selected to show how much the interpolation error can be improved using an anisotropic mesh over an

isotropic one for functions having a mild anisotropic feature.

Two adaptive meshes are shown in Fig. 10. They are obtained using the metric tensors M2,N and M3,N

and by adjusting the number of elements such that they give almost the same interpolation error. The

anisotropic mesh uses only about one quarter of the elements needed in the isotropic one. The advantage of

using anisotropic meshes can also be seen in Fig. 11 where the interpolation error on adaptive and uniform
meshes is plotted as function of the number of elements.

The mesh quality measures of adaptive meshes are plotted in Fig. 12. The elements of both isotropic and

anisotropic meshes are well aligned and adapted according to the corresponding metric tensors, and the
. Example 4.2. (a) An anisotropic mesh obtained withM2,N: nbv = 583, nbt = 1094, jejH1 ¼ 0:90, and kekL2 ¼ 5:2� 10�3. (b) An

ic mesh obtained with M3,N: nbv = 2036, nbt = 3928, jejH1 ¼ 0:86, and kekL2 ¼ 3:8� 10�3.



Fig. 11. Example 4.2. The H1 semi-norm and the L2 norm are plotted as functions of the number of elements (nbt) in (a) and (b),

respectively.

Fig. 12. Example 4.2. The mesh quality measures, iQgeoi1, iQalii1, iQeqi1, and Qmesh are depicted as functions of nbt for adaptive

meshes generated with various metric tensors.
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overall mesh quality is good for all cases. Moreover, Fig. 12(a) shows that some elements of the anisotropic

meshes have a large aspect ratio.

Example 4.3. This example is to generate adaptive meshes for
Fig. 13

isotrop
vðx,yÞ ¼ tanh 30 x2 þ y2 � 1

8

� �� �
þ tanh 30 x� 1

2

� �2

þ y � 1

2

� �2

� 1

8

 !" #

þ tanh 30 x� 1

2

� �2

þ y þ 1

2

� �2

� 1

8

 !" #
þ tanh 30 xþ 1

2

� �2

þ y � 1

2

� �2

� 1

8

 !" #

þ tanh 30 xþ 1

2

� �2

þ y þ 1

2

� �2

� 1

8

 !" #
ðx,yÞ 2 X ¼ ð�2,2Þ � ð�2,2Þ: ð87Þ
This function has a more complicated structure than the previous examples and exhibits an isotropic fea-

ture. Numerical results are shown in Figs. 13–15. Similar observations as in the previous examples can be
made. Especially, the numerical results demonstrate that the metric tensors defined in previous section have

the ability to produce adaptive meshes with correct mesh concentration and good overall quality. In addi-

tion, the advantage of using an anisotropic mesh is evident even for examples with isotropic features.

4.2. Adaptive solution of partial differential equations

Example 4.4. This example is to solve the boundary value problem of
��Duþ 1þ e
xþy�0:85

2�

� 	�1

ðux þ uyÞ ¼ � 1

2�
1þ e

xþy�0:85
2�

� 	�2

e
xþy�0:85

2� ð88Þ
. Example 4.3. (a) An anisotropic mesh obtained withM2,N: nbv = 1085, nbt = 2092, jejH1 ¼ 3:6, and kekL2 ¼ 4:5� 10�2. (b) An

ic mesh obtained with M3,N: nbv = 2159, nbt = 4188, jejH1 ¼ 3:9, and kekL2 ¼ 4:9� 10�2.



Fig. 14. Example 4.3. The H1 semi-norm and the L2 norm are plotted as functions of the number of elements (nbt) in (a) and (b),

respectively.
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on the unit square X ” (0,1) · (0,1). The Dirichlet boundary condition is chosen such that the exact solution

is given by
uðx,yÞ ¼ 1þ e
xþy�0:85

2�

� 	�1

: ð89Þ
The solution exhibits a sharp layer on line x + y � 0.85 = 0 when � is small. In our computations, � is
taken as 0.005, and the PDE is discretized on a triangular mesh via linear finite elements. The resulting lin-

ear system of algebraic equations is solved using the iterative method BiCGstab2 [17,33] with or without
preconditioning. It is emphasized that for this and next examples, the metric tensors are computed using

a computed solution of the PDE instead of the exact solution.

Two adaptive meshes of almost the same number of elements are shown in Fig. 16. As for the previous

examples with given analytical solutions, both M2,N and M3,N with (l,m) = (2,1) produce correct mesh

concentration. However, the anisotropic mesh leads to a much smaller solution error (in either the H1 semi-

norm or the L2 norm), about a tenth of that on the isotropic mesh. Fig. 17 shows the error as function of

the number of elements, confirming again that an anisotropic mesh leads to a much smaller error than an

adaptive isotropic one, which in turn improves the accuracy significantly over a uniform mesh.
The mesh qualities of the adaptive meshes are depicted in Fig. 18 as functions of the number of elements.

All but the maximum norm of Qgeo for the anisotropic mesh are small. The large iQgeoi1 indicates that

some elements of the anisotropic mesh have a large aspect ratio. This can also be seen in Fig. 16(a) where

the elements in the region of the shock wave are thin. Moreover, the small value of Qmesh means that both

the isotropic and the anisotropic meshes have a good quality according to their respective metric tensors.

We now study the condition of the coefficient matrix resulting from the linear finite element

discretization of PDE (88) on adaptive meshes. The eigenvalues are plotted in Fig. 19 for cases with and

without preconditioning. We use here an incomplete LU preconditioner (with level one fill-ins) (e.g., see
[31]). It can be seen that the distributions of the eigenvalues are similar for both anisotropic and isotropic

meshes, although more scattered for the former. The preconditioner is effective for both cases, with most

eigenvalues being clustered around real number 1. The number of BiCGstab2 iterations required to reduce

the residual to a level of 10�10 is plotted in Fig. 20(a). Without preconditioning, the number grows at a rate

of (nbt)0.5 initially and then slows down for large nbt at the rate (nbt)0.25 for the anisotropic mesh, whereas

the growth rate is only (nbt)0.25 for the isotropic one. On the other hand, with the ILU preconditioning the

required number of iterations for both cases is reduced dramatically (with a growth rate (nbt)0.5).



Fig. 15. Example 4.3. The mesh quality measures, iQgeoi1, iQalii1, iQeqi1, and Qmesh are depicted as functions of nbt for adaptive

meshes generated with various metric tensors.

Fig. 16. Example 4.4. (a) An anisotropic mesh obtained with M2,N, (l,m) = (2,1), and N = 1000: nbv = 1261, nbt = 2388,

jejH1 ¼ 0:2, and kekL2 ¼ 2:0� 10�4. (b) An isotropic mesh obtained with M3,N, (l,m) = (2,1), and N = 1000: nbv = 1214, nbt = 2324,

jejH1 ¼ 1:1, and kekL2 ¼ 3:3� 10�3.
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Fig. 18. Example 4.4. The mesh quality measures, iQgeoi1, iQalii1, iQeqi1, and Qmesh are depicted as functions of nbt for adaptive

meshes generated with various metric tensors.

Fig. 17. Example 4.4. The H1 semi-norm and the L2 norm are plotted as functions of the number of elements (nbt) in (a) and (b),

respectively.
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Fig. 19. Example 4.4. Distribution of the eigenvalues of the coefficient matrix resulting from the linear finite element discretization.

(a) is for an anisotropic mesh of 1246 vertices; (b) is for an isotropic mesh of 1211 vertices; (c) is for an anisotropic mesh of 1246

vertices but with preconditioning; and (d) is for an isotropic mesh of 1211 vertices but with preconditioning.

Fig. 20. Example 4.4. (a) The number of BiCGstab2 iterations required to reduce the residual to a level of 10�10 for solving a linear

algebraic system on a convergent adaptive mesh; (b) The H1 semi-norm of the error is plotted against the scaled CPU time.
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The results in Figs. 19 and 20(a) show that the coefficient matrix has a relatively larger condition number

on an anisotropic mesh and its iterative solution requires more BiCGstab2 iterations. But it should be

realized that an anisotropic mesh produces a much more accurate solution and thus requires fewer elements

to achieve a certain level of accuracy. Overall, it can still be far more efficient to use an anisotropic mesh. To

show this, we plot in Fig. 20(b) j ejH1ðXÞ against the CPU time scaled with the time required for solving the
PDE on an isotropic mesh without preconditioning. The improvement in efficiency by using an anisotropic

mesh is evident. Interestingly, preconditioning shows only a slight improvement for both isotropic and

anisotropic cases.
Example 4.5. This example is to solve the boundary value problem of Poisson�s equation
Fig. 21

(a) is f

vertice
�Du ¼ f ðx,yÞ 2 X � ð0,1Þ � ð0,1Þ, ð90Þ

where the Dirichlet boundary condition and the right-hand side term are chosen such that the exact solu-

tion is given by Eq. (89) with � being taken to be 0.005.
. Example 4.5. Distribution of the eigenvalues of the coefficient matrix resulting from the linear finite element discretization.

or an anisotropic mesh of 1283 vertices; (b) is for an isotropic mesh of 1208 vertices; (c) is for an anisotropic mesh of 1283

s but with preconditioning; and (d) is for an isotropic mesh of 1208 vertices but with preconditioning.



Fig. 22. Example 4.5. (a) The number of BiCGstab2 iterations required to reduce the residual to a level of 10�10 for solving a linear

algebraic system on a convergent adaptive mesh; (b) The H1 semi-norm of the error is plotted against the scaled CPU time.
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Adaptive meshes, error in the computed solution, and mesh qualities obtained for this example are
similar to those for the last example. To save space we do not include them here. Instead, we focus our

discussion on the condition of the coefficient matrix resulting from the linear finite element discretization.

In Example 4.4, the anisotropic feature of the solution is largely caused by the convection dominated nature

of the partial differential equation. Thus, meshes adapting to the solution also adapts, to some extent, to the

differential operator in Eq. (88). As a consequence, the condition of the coefficient matrix on an anisotropic

mesh should be only slightly worse than that on an isotropic one. On the other hand, the anisotropic feature

of the solution of this example is completely caused by the force term. An anisotropic mesh adapting to the

solution will not adapt to the Laplacian operator. Thus, one may expect that the condition of the coefficient
matrix resulting from an anisotropic mesh is much worse than that on an isotropic mesh. To see how

serious this effect is, we plot the distribution of eigenvalues in Fig. 21. The condition number of the

coefficient matrix on the anisotropic mesh is about 10 times larger than that on the isotropic mesh, worse

than that in the previous example (cf. Fig. 19). But, surprisingly, the situation is not that serious as

expected. The required number of the BiCGstab2 iterations and the H1 semi-norm of the error (as function

of scaled CPU time) are plotted in Fig. 22. Once again, the ILU preconditioner is effective in reducing the

required number of BiCGstab2 iterations. In addition, the advantage of using an anisotropic mesh over an

isotropic mesh is also clear from Fig. 22(b).
5. Conclusions

In the previous sections we have developed a formula for the metric tensor for use in anisotropic mesh

generation. The development is based on anisotropic error estimates for polynomial preserving interpola-

tion on simplicial elements. The metric tensor is formulated in terms of either a prescribed number of ele-

ments or a prescribed level of interpolation error. It is given in a continuous form in Eq. (68) or (69) for

functions of Sobolev space W1,p(X) and in Eq. (70) or (71) for functions of Wl,p(X) with 2 6 l 6 k + 1

and k being the degree of interpolation polynomials. The formula is general, valid for any Wm,q (0 6 m 6 l)

semi-norm of the interpolation error and any spatial dimension.
The numerical results presented in Section 4 for a select of problems have shown that the defined metric

tensor, when used with an existing meshing strategy, is able to produce an anisotropic mesh with correct
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mesh concentration and good overall quality. They have also demonstrated that significant improvements

in accuracy and efficiency can be gained when a properly chosen anisotropic mesh is used for the numerical

solution of problems exhibiting anisotropic solution features. The condition of the coefficient matrix result-

ing from the linear finite element discretization of a PDE on an anisotropic mesh was also addressed. The

numerical results suggested that the condition number of the matrix on an adequately chosen anisotropic
mesh is relatively larger but not vitally larger than that on an isotropic one, at least for the examples con-

sidered. Moreover, an incomplete LU preconditioner with level-one fill-ins is shown to be effective in reduc-

ing the number of iterations required for solving the corresponding linear system of algebraic equations.

In this paper, we have concentrated our attention on interpolation error. However, as we have seen in

the previous sections, the procedure developed here for defining the metric tensor can also be applied to

other types of error estimates, such as a posteriori error estimates and estimates for truncation error.
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