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Abstract. Solutions of partial differential equations with coordinate singularities often have
special behavior near the singularities, which forces them to be smooth. Special treatment for these
coordinate singularities is necessary in spectral approximations in order to avoid degradation of
accuracy and efficiency. It has been observed numerically in the past that, for a scheme to attain
high accuracy, it is unnecessary to impose all the pole conditions, the constraints representing the
special solution behavior near singularities. In this paper we provide a theoretical justification for
this observation. Specifically, we consider an existing approach, which uses a pole condition as
the boundary condition at a singularity and solves the reformulated boundary value problem with
a commonly used Gauss–Lobatto collocation scheme. Spectral convergence of the Legendre and
Chebyshev collocation methods is obtained for a singular differential equation arising from polar and
cylindrical geometries.
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1. Introduction. Physical problems in polar, cylindrical, or spherical geome-
tries often give rise to mathematical models involving singular partial differential
equations (PDEs) with smooth solutions. A common feature of these PDEs is that
their solutions have special behavior near coordinate singularities, which forces the
solutions to be smooth. For the spectral solution of this type of equation, special
treatment for the coordinate singularities is needed, since a traditional spectral scheme
either does not fully capture the special solution behavior or is ill-suited to fast trans-
form techniques; e.g., see [6, 7, 11].

A number of spectral approaches have been developed in the past in attempts
to capture the solution behavior near coordinate singularities. They include those
expanding the solution in specially designed basis functions, such as spherical har-
monics, parity-modified Fourier series, modified Robert functions, and eigenfunctions
of singular Sturm–Liouville problems [6, 9, 11, 20, 21, 22, 27]; approaches using in-
herent symmetries of the solution [9, 10]; and methods using pole conditions (i.e.,
compatibility conditions at the center of polar coordinates) as boundary conditions
in the collocation context [12] and the Galerkin context [24, 25]. Many of these ap-
proaches have been successfully applied to steady state and time dependent problems
including the Navier–Stokes equations; e.g., see [13, 14, 20, 23, 26, 28].

∗Received by the editors August 12, 2002; accepted for publication (in revised form) June 11, 2003;
published electronically December 17, 2003. This work was supported in part by the NSF (U.S.A.)
through grant DMS–0074240, the Research Grants Council of the Hong Kong Special Administrative
Region, China, through grant CityU-1141/01P, and the Special Funds for State Major Basic Research
Projects of China through grant G1999032804.

http://www.siam.org/journals/sinum/41-6/38102.html
†Department of Mathematics, University of Kansas, Lawrence, KS 66045 (huang@math.ukans.

edu).
‡Department of Mathematics, Shanghai University, Shanghai 200436, China (hpma@mail.shu.

edu.cn).
§Department of Mathematics, City University of Hong Kong, Kowloon, Hong Kong, China

(maweiw@math.cityu.edu.hk).

2333



2334 WEIZHANG HUANG, HEPING MA, AND WEIWEI SUN

The solution behavior of PDEs near coordinate singularities can be described by
an infinite number of pole conditions derived either from the underlying differential
equation, by assuming some kind of smoothness of the solution, or more generally
from the analyticity of the solution at singularities. Most of the existing methods
are developed more or less to accommodate this behavior. However, it is observed
numerically first by Orszag [21] and then by many other researchers (e.g., [6]) that
it is unnecessary to impose all of the pole conditions in order for a numerical scheme
to attain high accuracy. In fact, Huang and Sloan [12], using some of these pole con-
ditions as the boundary conditions at the coordinate singularities, show numerically
that the spectral collocation approximation of the Helmholtz equation on the unit
disk has a spectral convergence rate.

Three Legendre-type pseudospectral schemes and their convergence analysis have
been developed for axisymmetric domains by Bernardi, Dauge, and Maday in their
recent book [1]. The basic idea behind these schemes is to incorporate the natural
measure rdr of the coordinate singularity into the quadrature formula defining the
spectral approximation. In the radial direction the formula reads as

∫ 1

0

v(r)rdr =

N∑
j=0

v(rj)ωj ∀v ∈ P,(1.1)

where P is a polynomial space, rj = (1 + ρj)/2, and the ωj ’s are the corresponding
weights. Three sets of ρj ’s and P are chosen, one for each scheme:

Method A (Gauss–Radau): P = P2N , ρN = 1,
ρj (0 ≤ j ≤ N − 1) are the roots of L′

N+1(ρ);
Method B (Gauss–Lobatto): P = P2N−1, ρ0 = −1, ρN = 1,

ρj (1 ≤ j ≤ N − 1) are the roots of
(
LN (ρ)+LN+1(ρ)

1+ρ

)′
;

Method C (Gauss–Radau): P = P2N−1, ρN = 1,
ρj (0 ≤ j ≤ N − 1) are the roots of LN+1(ρ)−LN (ρ),

where LN is the Legendre polynomial of degree N . The pseudospectral approxima-
tions are then defined through the boundary condition(s) and the Galerkin formulation

of the underlying problem in the discrete inner product ((u, v))N ≡∑N
j=0 u(rj)v(rj)ωj

induced from the quadrature formula (1.1). It is noted that the nodes used in these
schemes are different from those in a traditional (unweighted) spectral collocation
method. Moreover, among these three schemes, only Method C is equivalent to a
collocation system. Furthermore, the authors of the book suggest that two boundary
conditions u(0) = 0 (which is a pole condition, cf. (2.6)) and u(1) = g be used for
a reduced equation (see (2.1)–(2.2)) with n �= 0. Thus, only Method B, which uses
the Gauss–Lobatto nodes but cannot be interpreted as a collocation scheme, can be
applied to the case n �= 0.

The objective of this paper is to provide a theoretical justification for the method
developed in [12], which uses a pole condition as the boundary condition at the coor-
dinate singularity and solves the reformulated boundary value problem with a Gauss–
Lobatto collocation scheme. The method corresponds to the standard quadrature
formula

∫ 1

0

v(r)ω(r)dr =

N∑
j=0

wjv(rj) for v ∈ P2N−1,(1.2)
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where ω(r) is the weight function and rj = (1 + ρj)/2. For example, ω(r) = 1 and

ρj (0 ≤ j ≤ N) are the roots of (1 − ρ2)L
′
N (ρ) for the Legendre collocation method,

and ω(r) = (r − r2)−1/2 and ρj = cos π(N−j)
N (0 ≤ j ≤ N) for the Chebyshev col-

location method. We emphasize that the method of [12], which is no more than a
traditional collocation method, is different from those considered by Bernardi, Dauge,
and Maday [1]. The method shares with many existing methods the common feature
of explicitly using pole conditions, and has been successfully applied to practical prob-
lems including the Navier–Stokes equations; e.g., see [13, 14]. Our analysis is given for
both the Legendre and Chebyshev schemes. A Chebyshev collocation scheme is often
desirable in practical computation because the fast Fourier transformation (FFT) can
be utilized. We find that for the current situation with coordinate singularities the
corresponding bilinear form lacks the coercive property which is often crucial to the
convergence analysis of a Chebyshev scheme. Because of this, the error estimate of
the Chebyshev scheme is obtained in the weighted energy norm ‖ · ‖En,ω with ω(r)
being the Chebyshev weight function for the reduced equation with n > 0, but in the
unweighted norm ‖ · ‖En

for the case n = 0.

An outline of this paper is as follows. The method of [12] is briefly described
in section 2. The convergence analysis of the Legendre and Chebyshev methods is
given in section 3. In section 4 we present numerical results to verify the theoretical
findings. Finally, section 5 contains conclusions and further comments.

2. Pole conditions and spectral collocation approximation. In this sec-
tion we briefly describe the spectral collocation method of [12] for a model problem

−d
2u

dr2
− 1

r

du

dr
+
n2

r2
u = f, 0 < r < 1,(2.1)

u(1) = g,(2.2)

where n ≥ 0 is a given integer. This problem is obtained using separation of variables
for the Poisson equation on the unit disk.

2.1. Pole conditions. Equation (2.1) has a coordinate singularity at r = 0.
Assume that both f and u are sufficiently smooth. A Taylor series expansion of u
about r = 0 yields the pole conditions

O

(
1

r2

)
: n2u(0) = 0,(2.3)

O

(
1

r

)
: (n2 − 1)du

dr
(0) = 0,(2.4)

O (1) :

(
n2

2
− 2
)
d2u

dr2
(0) = f(0),(2.5)

· · · · · ·

These conditions contain full information about the solution behavior near r = 0. It
was observed first by Orszag [21] and later by many other researchers (see [6]) that it
is unnecessary to impose all of these pole conditions in order for a numerical scheme
to obtain high accuracy. In fact, using one constraint{

u(0) = 0 for n �= 0,
du
dr (0) = 0 for n = 0

(2.6)
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as the boundary condition at r = 0, Huang and Sloan [12] obtain spectrally accurate
solutions; also see [24, 25] for the spectral Galerkin approximation. Once a boundary
condition has been defined at r = 0, it is straightforward to apply a traditional spectral
collocation scheme to the singular problem (2.1) and (2.2).

2.2. Legendre and Chebyshev collocation approximations. Hereafter, the
weight functions ω(r) = 1 and ω(r) = (r−r2)−1/2 will be associated with the Legendre
and Chebyshev methods, respectively. For simplicity, we use subscript ω in common
notation for both methods and for those which apply only to the Chebyshev method,
and suppress the subscript for the Legendre method.

For a given integer N > 0, let {ρj,ω}Nj=0 be a set of Gauss–Lobatto points associ-
ated with the weight function ω(r). Define

rj,ω =
1 + ρj,ω
2

, j = 0, 1, . . . , N.(2.7)

The solution u(r) is approximated by

uN (r) =

N∑
j=0

uj,ωlj,ω(r),(2.8)

where uj,ω denotes the approximation of u(rj,ω) and lj,ω(r) is the Lagrangian inter-
polation polynomial

lj,ω(r) =

N∏
i=0
i�=j

r − ri,ω
rj,ω − ri,ω

.(2.9)

A collocation approximation to (2.1), (2.2), and (2.6) is then defined by the collocation
equations

−d
2uN

dr2
(rj,ω)− 1

rj,ω

duN

dr
(rj,ω) +

n2

r2j,ω
uN (rj,ω) = f(rj,ω),(2.10)

j = 1, . . . , N − 1,
uN (1) = g,(2.11) {
uN (0) = 0 for n �= 0,
duN

dr (0) = 0 for n = 0.
(2.12)

Recall that the transformed Gauss–Lobatto quadrature rule satisfies

∫ 1

0

v(r)ω(r)dr =

N∑
j=0

wj,ωv(rj,ω) for v ∈ P2N−1,(2.13)

where the wj,ω’s are the corresponding weights and P2N−1 is the space of real poly-
nomials (in r) of degree no more than 2N − 1. The associated interpolation operator
IN : C[0, 1]→ PN is defined as

INv ∈ PN : (INv)(rj,ω) = v(rj,ω), j = 0, 1, . . . , N.(2.14)
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We use the notation

〈u, v〉ω =
∫ 1

0

uvωdr, ‖u‖ω = 〈u, u〉1/2ω ,(2.15)

‖u‖m,ω =

(
m∑

k=0

∥∥∥∥dkudrk

∥∥∥∥
2

ω

)1/2

for u ∈ Hm
ω ,(2.16)

〈u, v〉ω,N =

N∑
j=0

wj,ωu(rj,ω)v(rj,ω), ‖u‖ω,N = 〈u, u〉1/2ω,N ,(2.17)

where Hm
ω (m ≥ 0) is a (weighted) Sobolev space on [0, 1].

For the Legendre collocation scheme, the set of Legendre–Gauss–Lobatto points
is defined by ρ0 = −1, ρN = 1, and ρj (j = 1, 2, . . . , N − 1) being the roots of L′

N ,
the first derivative of the Legendre polynomial LN of degree N . We have

lj(r) =
2

N(N + 1)

r(1− r)L̄
′
N (r)

(r − rj)L̄N (rj)
, wj =

1

N(N + 1)

1

L̄2
N (rj)

,

with L̄N (r) being the transformed Legendre polynomial LN (2r − 1).
For the Chebyshev approximation, the set of Gauss–Lobatto points is defined

by ρ0,ω = −1, ρN,ω = 1, and ρj,ω (j = 1, 2, . . . , N − 1) being the roots of T ′
N , the

derivative of the Chebyshev polynomial TN of degree N . We have

lj,ω(r) = (−1)j+1 2

cjN2

r(1− r)T̄
′
N (r)

(r − rj,ω)
, wj,ω =

π

cjN
,

where T̄k(r) is the transformed Chebyshev polynomial Tk(2r − 1) and

cj =

{
2, j = 0, N,
1, j = 1, . . . , N − 1.

3. Convergence analysis.

3.1. Preliminary approximation results. To start with, we introduce some
preliminary results. Hereafter, C is used to denote the generic constant. We shall
assume that N � m (the smoothness order of functions); otherwise, the estimates
given below, especially those involving seminorms, will not be true.

Lemma 3.1. Let PN denote the Legendre (or Chebyshev) truncated operator;
i.e., PNv is the truncated Legendre (or Chebyshev) series of v. Then, for m ≥ 0 and
for ω(r) = 1 (the Legendre case) or ω(r) = (r − r2)−1/2 (the Chebyshev case),

‖v − PNv‖ω ≤ CN−m

∥∥∥∥(r − r2)m/2 d
mv

drm

∥∥∥∥
ω

∀v ∈ Hm
ω .(3.1)

Lemma 3.2. For ω(r) = 1 (the Legendre case) or ω(r) = (r − r2)−1/2 (the
Chebyshev case) and for m ≥ 1,∥∥(r − r2)−1/2(v − INv)

∥∥
ω
+N−1‖v − INv‖1,ω

≤ CN−m

∥∥∥∥(r − r2)
m−1

2
dmv

drm

∥∥∥∥
ω

∀v ∈ Hm
ω .(3.2)
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Lemma 3.3. Let ω(r) = 1 (for the Legendre case) or ω(r) = (r− r2)−1/2 (for
the Chebyshev case). There exists a positive constant C, independent of N and M ,
such that for all φ ∈ PM with M being any nonnegative integer,

‖φ‖ω,N ≤ C

(
1 +

M

N

)
‖φ‖ω,(3.3)

‖φ‖ω ≤ ‖φ‖ω,N ≤ C‖φ‖ω.(3.4)

The interested reader is referred to [2, 3, 4, 7, 16, 18, 19] for the proofs of these
Lemmas. Lemmas 3.1 and 3.2 are the improvements of existing results in terms of
the weight and can be obtained by the method in the aforementioned references.

3.2. Convergence analysis of the Legendre method. We now proceed to
the convergence analysis for the Legendre approximation (2.10)–(2.12). Let φ be an
arbitrary polynomial in PN satisfying{

φ(1) = φ(0) = 0 if n �= 0,
φ(1) = 0 if n = 0.

(3.5)

Multiplying (2.10) by rjwjφ(rj) and summing over the range of j from 1 to N − 1,
we have

N−1∑
j=1

wjφ(rj)

[
−rj d

2uN

dr2
(rj)− duN

dr
(rj) +

n2

rj
uN (rj)

]
=

N−1∑
j=1

rjwjφ(rj)f(rj).(3.6)

It is not difficult to see from (3.5) that

wNφ(rN )

[
−rN d

2uN

dr2
(rN )− duN

dr
(rN ) +

n2

rN
uN (rN )

]
(3.7)

= rNwNφ(rN )f(rN )

= 0.

Noticing that uN (r)/r is a polynomial of degree not greater than N−1, that φ(r0) = 0
(see (3.5)) when n �= 0, and that (duN/dr)(r0) = 0 when n = 0, we have

w0φ(r0)

[
−r0 d

2uN

dr2
(r0)− duN

dr
(r0) +

n2

r0
uN (r0)

]
(3.8)

= r0w0φ(r0)f(r0)

= 0.

Thus, (3.6)–(3.8) imply that

〈
− r

d2uN

dr2
− duN

dr
+
n2

r
uN , φ

〉
N

= 〈rf, φ〉N .(3.9)

Since rφ(d2uN/dr2), φ(duN/dr), and n2uNφ/r are in P2N−1, (2.13) and (3.9) lead
to 〈

− r
d2uN

dr2
− duN

dr
+
n2

r
uN , φ

〉
= 〈rf, φ〉N(3.10)



SPECTRAL COLLOCATION FOR A SINGULAR DE 2339

or, taking integration by parts,〈
duN

dr
, r
dφ

dr

〉
+ n2

〈
uN

r
, φ

〉
= 〈rf, φ〉N .(3.11)

Multiplying the continuous equation (2.1) by rφ and integrating from r = 0 to 1, we
obtain 〈

du

dr
, r
dφ

dr

〉
+ n2

〈u
r
, φ
〉
= 〈rf, φ〉.(3.12)

Then, subtracting (3.11) from (3.12) gives the error equation〈
d(u− uN )

dr
, r
dφ

dr

〉
+ n2

〈
u− uN

r
, φ

〉
= 〈rf, φ〉 − 〈rf, φ〉N ,(3.13)

which can be written in a simpler form as

ar,n(u− uN , φ) = Fr(φ) ∀φ ∈ PN ,(3.14)

where

ar,n(u, v) =

〈
du

dr
, r
dv

dr

〉
+ n2

〈
u,
v

r

〉
,

‖v‖En
= ar,n(v, v)

1/2,

Fr(φ) = 〈rf, φ〉 − 〈rf, φ〉N .(3.15)

We first consider the case n �= 0. Recall that we have uN (0) = u(0) = 0 (cf.
(2.6)). Let

V0g = {v ∈ H1(I) : v(0) = 0, v(1) = g}, V N
0g = V0g ∩ PN .

Lemma 3.4. Let u and uN be the solutions of the problem (2.1)–(2.2) (n �=
0, u(0) = 0) and the approximation (2.10)–(2.11) (uN (0) = 0), respectively. We have

‖u− uN‖En
≤ sup

ϕ∈V N
00

Fr(ϕ)

‖ϕ‖En

+ 2 inf
v∈V N

0g

‖v − u‖En
.(3.16)

Proof. Equation (3.14) can be rewritten as

ar,n(v − uN , φ) = Fr(φ) + ar,n(v − u, φ) ∀φ ∈ V N
00 and v ∈ V N

0g .

Taking φ = v − uN ∈ V N
00 results in

‖v − uN‖2
En
= ar,n(v − uN , φ) ≤ sup

ϕ∈V N
00

Fr(ϕ)

‖ϕ‖En

‖φ‖En + ar,n(v − u, φ) .

Since

ar,n(v − u, φ)

≤ ‖r1/2(v − u)r‖ · ‖r1/2φr‖+ n2‖r−1/2(v − u)‖ · ‖r−1/2φ‖
≤
(
‖r1/2(v − u)r‖2 + n2‖r−1/2(v − u)‖2

)1/2 (
‖r1/2φr‖2 + n2‖r−1/2φ‖2

)1/2

≤ Car,n(v − u, v − u)1/2ar,n(φ, φ)
1/2

= C‖v − u‖En
· ‖v − uN‖En ,
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we have

‖v − uN‖2
En

≤ C

(
sup

ϕ∈V N
00

Fr(ϕ)

‖ϕ‖En

+ ‖v − u‖En

)
‖v − uN‖En .

Then the desired result follows from

‖u− uN‖En
≤ ‖u− v‖En

+ ‖v − uN‖En .

We now use Lemma 3.4 to obtain the estimate of ‖u− uN‖En . For the first term
on the right-hand side of (3.16), we have from the Cauchy–Schwarz inequality and
Lemmas 3.1–3.3 that, for any φ ∈ PN ,

|Fr(φ)| = |〈rf, φ〉 − 〈rf, φ〉N |
= |〈rf, φ〉 − 〈PN−1(rf), φ〉
+ 〈PN−1(rf), φ〉 − 〈IN (rf), φ〉N |

≤ |〈rf − PN−1(rf), φ〉|+ |〈PN−1(rf)− IN (rf), φ〉N |
≤ ‖rf − PN−1(rf)‖ ‖φ‖+ C‖PN−1(rf)− IN (rf)‖ ‖φ‖N
≤ ‖rf − PN−1(rf)‖ ‖φ‖+ C

(‖rf − PN−1(rf)‖+ ‖rf − IN (rf)‖) ‖φ‖
= C

(‖rf − PN−1(rf)‖+ ‖rf − IN (rf)‖) ‖φ‖.(3.17)

By Lemmas 3.1 and 3.2 (and taking v = rf ∈ Hm̄, m̄ := max {m− 1, 1}), we obtain

|Fr(φ)| ≤ CN1−m

∥∥∥∥(r − r2)
m̄−1

2
dm̄(rf)

drm̄

∥∥∥∥ ‖φ‖
≤ CN1−m

∥∥∥∥(r − r2)
m̄−1

2
dm̄(rf)

drm̄

∥∥∥∥ ‖φ‖En
.(3.18)

For the second term on the right-hand side of (3.16), taking v = INu and using the
definition of the energy norm leads to

‖v − u‖En
≤ |v − u|1 + ‖[r(1− r)]−1/2(v − u)‖
≤ CN1−m

∥∥∥∥(r − r2)
m−1

2
dmu

drm

∥∥∥∥ .(3.19)

Substituting (3.18) and (3.19) into (3.16), we obtain the estimate

‖u− uN‖En ≤ CN1−m

(∥∥∥∥(r − r2)
m−1

2
dmu

drm

∥∥∥∥+
∥∥∥∥(r − r2)

m̄−1
2
dm̄(rf)

drm̄

∥∥∥∥
)
.(3.20)

We now consider the case n = 0. Recall again that we have duN

dr (0) =
du
dr (0) = 0.

Define

Wg = {v ∈ H1(I) : v(1) = g}, WN
g =Wg ∩ PN .

Lemma 3.5. Let u and uN be the solutions of the problem (2.1)–(2.2) (n =

0, dudr (0) = 0) and the approximation (2.10)–(2.11) (du
N

dr (0) = 0), respectively. We
have

‖u− uN‖E0 ≤ 2 sup
ϕ∈WN

0

Fr(ϕ)

‖ϕ‖E0

+ 2 inf
v∈WN

g

‖v − u‖E0 .
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Proof. Equation (3.14) can be written as

ar,0(v − uN , φ) = Fr(φ) + ar,0(v − u, φ) ∀φ ∈WN
0 and v ∈WN

g .

Taking φ = v − uN ∈WN
0 , we have

‖v − uN‖2
E0
= ar,0(v − uN , φ)

≤
(
sup

ϕ∈WN
0

Fr(ϕ)

‖ϕ‖E0

+ ‖v − u‖E0

)
‖v − uN‖E0

.

Then the conclusion follows.
From the Hardy-type inequality

‖v‖ ≤
∥∥∥∥√r dvdr

∥∥∥∥ = ‖v‖E0 ∀v ∈W0,

Lemma 3.5 leads to the same result as in (3.20). Hence, we have proved the following
theorem.

Theorem 3.1. For any integer m ≥ 1, the Legendre-collocation approxima-
tion uN defined by the scheme (2.10)–(2.12) for the problem (2.1) and (2.2) satisfies

‖u− uN‖En
≤ CN1−m

(∥∥∥∥(r − r2)
m−1

2
dmu

drm

∥∥∥∥+
∥∥∥∥(r − r2)

m̄−1
2
dm̄(rf)

drm̄

∥∥∥∥
)
,(3.21)

where u is the exact solution of (2.1) and (2.2) and m̄ = max{m− 1, 1}.
This theorem shows that the Legendre collocation approximation is convergent

and the error decays faster than algebraically, provided that the right-hand-side term
f and the solution u are infinitely differentiable. As shown in [1], the correct regularity
requirement for u and f should be considered in a weighted Sobolev space

Hs
r =

{
v

∣∣∣∣∣
s∑

l=0

∥∥∥∥√r dlvdrl
∥∥∥∥

2

<∞
}

(3.22)

for some integer s. It is not difficult to see that the terms in the bracket on the
right-hand side of (3.21) are bounded for u ∈ Hm

r and f ∈ Hm̄
r with m ≥ 2. In this

sense, the result of Theorem 3.1 is optimal.

3.3. Convergence analysis of the Chebyshev method. We now consider
the convergence of the Chebyshev method (2.10)–(2.12). Let φ be the same as in
(3.5). As for (3.10), we have〈

− r
d2uN

dr2
− duN

dr
+
n2

r
uN , φ

〉
ω

= 〈rf, φ〉ω,N(3.23)

or, taking integration by parts,〈
duN

dr
, r
d(φω)

dr

〉
+ n2

〈
uN

r
, φ

〉
ω

= 〈rf, φ〉ω,N .(3.24)

The error equation reads as〈
d(u− uN )

dr
, r
d(φω)

dr

〉
+ n2

〈
u− uN

r
, φ

〉
ω

= 〈rf, φ〉ω − 〈rf, φ〉ω,N .(3.25)
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We also write it in a simpler form

ar,n,ω(u− uN , φ) = Fr,ω(φ) ∀φ ∈ PN ,(3.26)

where

ar,n,ω(u, v) = br,ω(u, v) + n2
〈
u,
v

r

〉
ω
,

br,ω(u, v) =

〈
du

dr
, r
d(vω)

dr

〉
,

Fr,ω(φ) = 〈rf, φ〉ω − 〈rf, φ〉ω,N .(3.27)

It is known that the nonsymmetric bilinear form br,ω(·, ·), without the factor
r, is coercive (see [3, 7, 8, 17, 15]). On the other hand, in the current situation,
br,ω(v, v) can become negative for some polynomials subject to the boundary condi-
tions v(−1) = v(1) = 0 or dv

dr (−1) = v(1) = 0. We have the following G̊arding-type
inequality.

Lemma 3.6. For all u, v ∈ H1
ω,0 we have

1

4

∥∥∥∥√r dvdr
∥∥∥∥

2

ω

+
3

8

∥∥∥∥ v√
1− r

∥∥∥∥
2

ω

− 1

8

∥∥∥∥ v√
r

∥∥∥∥
2

ω

≤ br,ω(v, v) ≤
∥∥∥∥√r dvdr

∥∥∥∥
2

ω

,(3.28)

|br,ω(u, v)| ≤ 3
∥∥∥∥√r dudr

∥∥∥∥
ω

∥∥∥∥√r dvdr
∥∥∥∥
ω

.(3.29)

Proof. For notational simplicity, define

I1(v) =

∫ 1

0

(
dv

dr

)2

rω dr.(3.30)

We have from integrating by parts

br,ω(v, v) = I1(v)−
∫ 1

0

dv

dr
v
1− 2r
2(r − r2)

rω dr

= I1(v)− 1

8

∫ 1

0

v2r(1− 2r + 4r2)ω5 dr

= I1(v)− 3

8

∫ 1

0

v2r3ω5 dr − 1

8

∫ 1

0

v2r(1− r)2ω5 dr.(3.31)

Thus br,ω(v, v) ≤ I1(v). On the other hand,

0 ≤
∫ 1

0

(
dv

dr
+ vrω2

)2

rω dr

= I1(v) +

∫ 1

0

v2r3ω5 dr +

∫ 1

0

d(v2)

dr
r2ω3 dr

= I1(v)− 1

2

∫ 1

0

v2r2ω5 dr,(3.32)

which gives

br,ω(v, v) ≥ 1

4
I1(v) +

3

8

∫ 1

0

v2r2(1− r)ω5 dr − 1

8

∫ 1

0

v2

r
ω dr.(3.33)
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The result (3.28) follows. To prove (3.29), we estimate br,ω(u, v) by

|br,ω(u, v)| ≤
∣∣∣∣
∫ 1

0

du

dr

dv

dr
rω dr

∣∣∣∣+
∣∣∣∣
∫ 1

0

du

dr
v
1− 2r
2(r − r2)

rω dr

∣∣∣∣
≤ [I1(u)]1/2[I1(v)]1/2 + I2(u, v),(3.34)

where

I2(u, v) =

∣∣∣∣
∫ 1

0

du

dr
v
1− 2r
2(r − r2)

rω dr

∣∣∣∣ ≤ [I1(u)]1/2[I3(v)]1/2(3.35)

with

I3(v) =

∫ 1

0

v2 (1− 2r)2
4(r − r2)2

rω dr =
1

4

∫ 1

0

v2r(1− 2r)2ω5 dr.(3.36)

On the other hand, from integrating by parts,

I2(v, v) =
1

8

∫ 1

0

v2(2r2 + r(1− 2r)2)ω5 dr ≥ 1

2
I3(v).(3.37)

Thus we get from (3.37) and (3.35)

I3(v) ≤ 2I2(v, v) ≤ 2[I1(v)]1/2[I3(v)]1/2,(3.38)

which gives I3(v) ≤ 4I1(v) and

|br,ω(u, v)| ≤ [I1(u)]1/2([I1(v)]1/2 + [I3(v)]1/2)
≤ 3[I1(u)]1/2[I1(v)]1/2.(3.39)

We first consider the case n �= 0. Let V0g and V
N
0g be the same as before and

‖v‖En,ω =

(∥∥∥∥√r dvdr
∥∥∥∥

2

ω

+ n2

∥∥∥∥ v√
r

∥∥∥∥
2

ω

)1/2

.

Lemma 3.7. Let u and uN be the solutions of the problem (2.1)–(2.2) (n �=
0, u(0) = 0) and the Chebyshev approximation (uN (0) = 0), respectively. We have

‖u− uN‖En,ω ≤ C sup
ϕ∈V N

00

Fr,ω(ϕ)

‖ϕ‖En,ω
+ C inf

v∈V N
0g

‖v − u‖En,ω.(3.40)

Proof. Equation (3.26) can be rewritten as

ar,n,ω(v − uN , φ) = Fr,ω(φ) + ar,n,ω(v − u, φ) ∀φ ∈ V N
00 and v ∈ V N

0g .

Taking φ = v − uN ∈ V N
00 and using the inequality (3.28) of Lemma 3.6 yields

‖v − uN‖2
En,ω ≤ Car,n,ω(v − uN , φ) ≤ C sup

ϕ∈V N
00

Fr,ω(ϕ)

‖ϕ‖En,ω
‖φ‖En,ω + Car,n,ω(v − u, φ) .
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From (3.29) of Lemma 3.6 we have

ar,n,ω(v − u, φ)

≤ C

∥∥∥∥√r d(v − u)

dr

∥∥∥∥
ω

∥∥∥∥√r dφdr
∥∥∥∥
ω

+ n2

∥∥∥∥v − u√
r

∥∥∥∥
ω

∥∥∥∥ φ√
r

∥∥∥∥
ω

≤ C

(∥∥∥∥√r d(v − u)

dr

∥∥∥∥
2

ω

+ n2

∥∥∥∥v − u√
r

∥∥∥∥
2

ω

)1/2(∥∥∥∥√r d(φ)dr

∥∥∥∥
2

ω

+ n2

∥∥∥∥ φ√
r

∥∥∥∥
2

ω

)1/2

= C‖v − u‖En,ω · ‖v − uN‖En,ω,

and therefore

‖v − uN‖2
En,ω ≤ C

(
sup

w∈V N
00

Fr,ω(w)

‖w‖En,ω
+ ‖v − u‖En,ω

)
‖v − uN‖En,ω.

Then, the desired result follows from the triangular inequality:

‖u− uN‖En,ω ≤ ‖u− v‖En,ω + ‖v − uN‖En,ω.

We now use Lemma 3.7 to obtain the estimate of ‖u − uN‖En,ω. For the first
term on the right-hand side of (3.40), we have from the Cauchy–Schwarz inequality
and Lemmas 3.1–3.3 that, for any φ ∈ PN ,

|Fr,ω(φ)| = |〈rf, φ〉ω − 〈rf, φ〉ω,N |
= |〈rf, φ〉ω − 〈PN−1(rf), φ〉ω + 〈PN−1(rf), φ〉ω − 〈IN (rf), φ〉ω,N |
= C

(‖rf − PN−1(rf)‖ω + ‖rf − IN (rf)‖ω
) ‖φ‖ω.

Then, by Lemmas 3.1 and 3.2,

|Fr,ω(φ)| ≤ CN1−m

∥∥∥∥(r − r2)
m̄−1

2
dm̄(rf)

drm̄

∥∥∥∥
ω

‖φ‖ω

≤ CN1−m

∥∥∥∥(r − r2)
m̄−1

2
dm̄(rf)

drm̄

∥∥∥∥
ω

‖φ‖En,ω.(3.41)

For the second term on the right-hand side of (3.16), taking v = INu leads to

‖v − u‖En,ω ≤
∥∥∥∥√r d(v − u)

dr

∥∥∥∥
ω

+

∥∥∥∥∥ v − u√
r(1− r)

∥∥∥∥∥
ω

≤ CN1−m

∥∥∥∥(r − r2)
m−1

2
dmu

drm

∥∥∥∥
ω

.(3.42)

Substituting (3.41) and (3.42) into (3.16), we obtain the estimate

‖u− uN‖En,ω

≤ CN1−m

(∥∥∥∥(r − r2)
m−1

2
dmu

drm

∥∥∥∥
ω

+

∥∥∥∥(r − r2)
m̄−1

2
dm̄(rf)

drm̄

∥∥∥∥
ω

)
.(3.43)

We now consider the case n = 0. In this case, ar,0,ω(·, ·) = br,ω(·, ·) is not coercive.
Thus it does not seem likely to us that an error bound can be obtained in the weighted
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energy norm ‖ · ‖E0,ω. For this reason, we conduct the estimation in the energy
norm ‖ · ‖E0 without the Chebyshev weight. We first note that the polar condition
duN

dr (0) = 0 allows us to extend the collocation equations

−rj,ω d
2uN

dr2
(rj,ω)− duN

dr
(rj,ω) = rj,ωf(rj,ω), 1 ≤ j ≤ N − 1,(3.44)

to the point r = rj,ω = 0. Since the left-hand side of (3.44) is a polynomial of degree
N − 1, (3.44) holds for all r ∈ [0, 1], provided that f ∈ PN−2. We introduce an
auxiliary interpolation operator ĨN−2: C([0, 1])→ PN−2 defined by

ĨN−2v(rj) = v(rj), 1 ≤ j ≤ N − 1.(3.45)

Thus we are able to rewrite (3.44) as

−r d
2uN

dr2
(r)− duN

dr
(r) = rĨN−2f(r), 0 ≤ r ≤ 1.(3.46)

Let Wg and W
N
g be the same as before.

Lemma 3.8. Let u and uN be the solutions of the problem (2.1)–(2.2) (n =

0, dudr (0) = 0) and the Chebyshev collocation approximation (du
N

dr (0) = 0), respectively.
We have

‖u− uN‖E0 ≤ sup
ϕ∈WN

0

F̃r(ϕ)

‖ϕ‖E0

+ 2 inf
v∈WN

g

‖v − u‖E0 ,

where F̃r(ϕ) = 〈rf − rĨN−2f, ϕ〉.
Proof. We have from (2.1) and (3.46)

ar,0(v − uN , φ) = F̃r(φ) + ar,0(v − u, φ) ∀φ ∈WN
0 and v ∈WN

g .

Taking φ = v − uN ∈WN
0 , we have

‖v − uN‖2
E0
= ar,0(v − uN , φ)

≤
(
sup

ϕ∈WN
0

F̃r(ϕ)

‖ϕ‖E0

+ ‖v − u‖E0

)
‖v − uN‖E0 ,

which gives the desired result.
We need further to estimate the term F̃r(ϕ). According to the definition, it is

easy to see that (r−r2)ĨN−2f = IN ((r−r2)f). Therefore, we have from the Cauchy–
Schwarz inequality and Lemma 3.2 that, for any ϕ ∈WN

0 ,

|F̃r(ϕ)| = |〈(r − r2)f − IN ((r − r2)f), (1− r)−1ϕ〉|
≤ ‖(r − r2)f − IN ((r − r2)f)‖ ‖(1− r)−1ϕ‖
≤ CN1−m

∥∥∥∥(r − r2)
m̄−1

2
dm̄((r − r2)f)

drm̄

∥∥∥∥
ω

‖ϕ‖E0
,(3.47)

where we have used

‖(1− r)−1ϕ‖ ≤ 2
∥∥∥∥√r dϕdr

∥∥∥∥ ∀ϕ ∈WN
0 ,(3.48)
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which can be derived from

0 ≤
∫ 1

0

(√
r
dϕ

dr
− 1

2
(1− r)−1ϕ

)2

dr

=

∥∥∥∥√r dϕdr
∥∥∥∥

2

+
1

4
‖(1− r)−1ϕ‖2 − 1

2

∫ 1

0

d(ϕ)2

dr
r1/2(1− r)−1 dr

≤
∥∥∥∥√r dϕdr

∥∥∥∥
2

− 1

4
‖(1− r)−1ϕ‖2.(3.49)

Hence, we have proved the following theorem.
Theorem 3.2. For any integer m ≥ 1, the Chebyshev-collocation approxima-

tion uN defined by the scheme (2.10)–(2.12) for the problem (2.1) and (2.2) satisfies

‖u− uN‖En ≤ CN1−m

(∥∥∥∥(r − r2)
m
2 − 3

4
dmu

drm

∥∥∥∥+
∥∥∥∥(r − r2)

m̄
2 − 3

4
dm̄(rf)

drm̄

∥∥∥∥
+

∥∥∥∥(r − r2)
m̄
2 − 3

4
dm̄((r − r2)f)

drm̄

∥∥∥∥
)
,(3.50)

where u is the exact solution of (2.1) and (2.2) and m̄ = max{m− 1, 1}. For the case
n �= 0, (3.50) also holds in the stronger norm ‖ · ‖En,ω.

Thus, we obtain a convergence result similar to that of the Legendre collocation
method. As in Theorem 3.1, when u ∈ Hm

r and f ∈ Hm̄
r with m ≥ 5/2, the terms in

the bracket on the right-hand side of (3.50) are bounded.

4. Numerical experiments. In this section we present some numerical results
to demonstrate the accuracy of the Legendre and Chebyshev collocation methods
(2.10)–(2.12) for the model problem (2.1)–(2.2).

Example 1. The function f(r) and the Dirichlet boundary condition at r = 1 are
chosen such that the exact solution of (2.1) and (2.2) is

u(r) = r2 cos(10πr), 0 < r < 1.(4.1)

We note that the energy norm ‖ · ‖En
is stronger than the L∞ norm for n > 0. (This

is not true for n = 0.) For this reason, we use the maximum norm to measure the
error for the case n > 0, but use the energy norm for the case n = 0. These norms
are numerically approximated in the computations, viz.,

E0,N =




N∑
j=0

rj

∣∣∣∣dudr (rj)− duN

dr
(rj)

∣∣∣∣
2

wj




1/2

for n = 0,(4.2)

E1,N = max
0≤j≤N

|u(rj,ω)− uN (rj,ω)| for n = 1,(4.3)

where the Legendre points {rj} are used in (4.2) and both the Legendre and Cheby-
shev points {rj,ω} are used in (4.3). The numerical results for the cases n = 0 and
n = 1 are listed in Table 1. The spectral convergence of the methods is clearly shown
in the table. One may also notice that the Legendre and Chebyshev collocation meth-
ods produce very comparable results.

Example 2. The function f(r) and the boundary condition at r = 1 are chosen
such that the problem has a less regular solution

u(r) = r5/2, 0 < r < 1.(4.4)
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Table 1
Numerical results obtained with the Legendre (LC) and Chebyshev (CC) collocation methods

for Example 1. The convergence order is N−Order .

n = 0 n = 1
LC-method CC-method LC-method CC-method

N E0,N Order E0,N Order E1,N Order E1,N Order
10 6.9e+01 1.5e+02 1.7e+01 4.1e+01
20 2.1e+01 1.8 2.4e+01 2.7 3.9e+00 2.2 5.0e+00 3.1
30 1.0e+00 7.4 1.3e+00 7.2 5.3e−02 10.6 6.4e−02 10.7
40 2.0e−03 21.7 2.9e−03 21.2 7.3e−05 22.9 9.2e−05 22.8
50 1.8e−07 41.8 3.5e−07 40.5 6.7e−09 41.7 7.3e−09 42.3
60 1.6e−12 63.9 1.9e−12 66.3 7.8e−14 62.3 1.0e−13 61.3
70 2.2e−13 4.2e−12 1.5e−14 1.2e−13

Table 2
Numerical results obtained with the Legendre collocation method for Example 2. The conver-

gence order is N−Order .

n = 0 n = 1
N E0,N Order E1,N Order
40 3.2e−07 1.7e−08
80 1.2e−08 4.75 5.6e−10 4.96
120 1.7e−09 4.79 7.4e−11 4.97
160 4.2e−10 4.81 1.8e−11 4.98
200 1.4e−10 4.82 5.8e−12 4.96
240 5.9e−11 4.83 2.4e−12 4.91

The computation is done with the Legendre collocation method for n = 0 and n = 1.
The solution error and the convergence order are listed in Table 2. One can easily
see that E0,N ≈ O

(
N−5

)
and E1,N ≈ O

(
N−5

)
. That is, the rate of convergence is

nearly twice the exponent of r in (4.4), 5/2. On the other hand, it is not difficult
to show that the first term on the right-hand side of (3.21) is bounded for m < 5,
while the second term is bounded for m̄ < 3 or m < 4 for the current example.
Thus, the right-hand-side terms are bounded for m < 4. From Theorem 3.1, we have
‖u− uN‖En ≈ O(N−3). This indicates that the convergence rate predicted by (3.21)
is not sharp, although the estimate is optimal according to the regularity requirement
([1]; also cf. (3.22)). Such an order loss seems typical in the convergence analysis
of collocation schemes, especially for problems involving force terms; e.g., see [4] for
comparison of typical estimates for the Legendre Galerkin method ((8.7) on p. 274)
and the Legendre collocation method ((15.15) on p. 310). It is interesting to note that
sharp estimates have been obtained for the p-version finite element method (which
is of Galerkin type); e.g., see Babuska and Suri [5]. Finally, we mention that the
Chebyshev collocation method leads to very comparable results.

5. Conclusions and comments. In the previous sections we have proved that
the Legendre and Chebyshev collocation approximations presented in [12] are conver-
gent and that the error decays faster than algebraically when f and u are infinitely
differentiable for the singular problem (2.1) and (2.2). Our main results are given in
Theorems 3.1 and 3.2.

The key feature of the spectral collocation approximation is that it uses a pole
condition as the boundary condition at the singularity and employs a commonly used
collocation scheme. Thus, the convergence result provides a theoretical justification
for the well-known fact that it is unnecessary to impose all the pole conditions in order
for numerical schemes to obtain high accuracy. Because most of the existing spectral
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approaches for singular problems use more or less the pole conditions, we expect that
our result can also be regarded as a theoretical justification for these methods.

Finally we make a few comments on the method we analyzed. The method has
been successfully applied to solving steady-state Navier–Stokes equations in [13, 14].
However, since it uses the Chebyshev or Legendre type of collocation methods in the
r interval (0,1), one may suspect that the clustering of grid points near r = 0 leads
to a very severe restriction on time steps for time dependent problems. To see this,
let us consider the time dependent problem on the unit disk

ut = ∆u+ aux + buy.(5.1)

In polar coordinates the equation becomes

ut =
∂2u

∂r2
+
1

r

∂u

∂r
+
1

r2
∂2u

∂θ2

+(a cos θ + b sin θ)
∂u

∂r
+ (−a sin θ + b cos θ)

1

r

∂u

∂θ
.(5.2)

Assume that (5.2) is approximated in r using the Legendre or Chebyshev collocation,
and in θ using Fourier collocation. Then it is not difficult to see that for the diffusion
term the time step restriction for an explicit integration scheme is

∆tmax ≈ min{(∆r0)2, r1∆r0} ≈ (r1)2 = O

(
1

N4

)
(5.3)

at r ≈ 0 and

∆tmax ≈ min{(∆rN−1)
2, rN∆rN−1} ≈

(
1

N4

)
(5.4)

at r ≈ 1. Obviously these two time scales are the same. For the convection term we
have at r ≈ 0

∆tmax ≈ min{∆r0, r1} ≈ O

(
1

N2

)
(5.5)

and at r ≈ 1

∆tmax ≈ min{∆rN−1, rN} ≈ O

(
1

N2

)
.(5.6)

Once again they are the same. Thus, the above simple analysis tells us that the
clustering of grid points near the singularity does not result in a time restriction worse
than that near the outer boundary. Of course, just like spectral methods applied to
nonsingular problems, a restriction O(1/N4) on time steps is too severe. Implicit or
semi-implicit time integrators should be used. The resultant algebraic systems can
be solved using either iterative methods with effective preconditioners [7, 12] or fast
direct solvers [24].

For problems in spheric geometries the method can be applied straightforwardly.
However, the severe restriction on time steps at the north and south poles could be
a potential problem for the method (see discussion in [6, pp. 480–482]). This issue
deserves further investigation.

Acknowledgment. The authors would like to thank the anonymous referees for
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